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Abstract: The implicit-explicit distinction is applied to knowledge representations. Knowledge is taken to be an attitude towards a proposition which is true. The proposition itself predicates a property to some entity. A number of ways in which knowledge can be implicit or explicit emerge. If a higher aspect is known explicitly then each lower one must also be known explicitly. This partial hierarchy reduces the number of ways in which knowledge can be explicit. In the most important type of implicit knowledge, representations merely reflect the property of objects or events without predicating them of any particular entity. The clearest cases of explicit knowledge of a fact are representations of one’s own attitude of knowing that fact. These distinctions are discussed in their relationship to similar distinctions such as procedural-declarative, conscious-unconscious, verbalizable-nonverbalizable, direct-indirect tests, and automatic-voluntary control. This is followed by an outline of how these distinctions can be used to integrate and relate the often divergent uses of the implicit-explicit distinction in different research areas. We illustrate this for visual perception, memory, cognitive development, and artificial grammar learning.
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1. Introduction: Objectives

The objective of this target article is to provide an analysis of the distinction between implicit and explicit knowledge in terms of the semantic and functional properties of mental representation. In particular this analysis attempts to:

(1) Create a common terminology for systematically relating the somewhat different uses of the implicit-explicit distinction in different research areas; in particular, learning, memory, visual perception, and cognitive development;

(2) Clarify and generate predictions about the nature of implicit knowledge in different domains;

(3) Clarify why the distinction has traditionally been brought into close contact with notions such as consciousness, verbalizability, voluntariness-automaticity, and so on;

(4) Justify why different empirical criteria (e.g., subjective threshold, objective threshold, direct-indirect tests) are used to identify implicit-explicit knowledge;

(5) Justify the use of the implicit-explicit terminology by observing the ordinary language meaning of “implicit” and “explicit.”

Our basic strategy for meeting these objectives is to analyse knowledge as a propositional attitude according to the representational theory of mind (RTM; Field 1978; Fodor 1978). Roughly speaking, if I know a fact (e.g., the animal in front of me is a cat) then, according to RTM, I have a representation of that fact and the internal, functional use of this representation constitutes it as knowledge of mine (rather than a desire of mine, etc.). Knowledge can vary depending on what is represented (made explicit) and which aspects remain implicit in the functional use of rep-
resentations. This application of the implicit-explicit distinction has several advantages.

The main advantage of our analysis is that it provides a common ground for the use of the implicit-explicit distinction in different fields of investigation. Consider Schacter's (1987) influential definition of the implicit-explicit memory distinction: “Implicit memory is revealed when previous experiences facilitate performance on a task that does not require conscious or intentional recollection of those experiences; explicit memory is revealed when performance on a task requires conscious recollection of previous experiences.” This definition may capture the phenomenal experience of implicit and explicit memory very well, but it leaves open how the definition is to apply to implicit and explicit knowledge in other fields. For example, Karmiloff-Smith (1986; 1992) has argued that there are several requirements for the kind of implicitness before consciousness is reached. Identifying the implicit-explicit dichotomy should be broken up into a series of explicitness levels, our analysis is needed to explain just what it is that becomes more explicit as one ascends levels, and to relate levels in one research area to different subdivisions of explicitness in other areas.

Existing problems of this kind with the implicit-explicit distinction are many. In research on memory and subliminal perception, explicitness has been linked to performance on direct versus indirect tests (Reingold & Merikle: Implicit and explicit knowledge 1993; Richardson-Klavehn & Bjork 1985) because direct test performance seems to require conscious awareness. The interesting question left open, however, is why direct tests require consciousness. Or, in visual perception, it is found that touching an object is based as unconscious, implicit information, whereas pointing to the object requires conscious, explicit information that is subject to visual illusions (e.g., Bridgeman 1991; Milner & Goodale 1995; Rossetti 1997). Why? More directly, what are the representational requirements for conscious awareness? What is the relation between knowledge over which we have voluntary control and knowledge of which we are aware? Why can we sometimes control in limited ways knowledge of which we are not aware (Dienes et al. 1995)? Can predictions be made for the conditions under which knowledge will be represented implicitly? With our analysis of the implicit-explicit distinction, we are able to give answers to some of these questions.

Another advantage of our analysis is that it is grounded in the ordinary use of the terms “implicit” and “explicit” (e.g., “They didn’t say so explicitly; it was left implicit”), whereas traditional definitions have depended on further related distinctions. Schacter (1987, p. 501) defined implicit memory by its lack of conscious or intentional recollection, and Reber (1993, p. 5) defined implicit learning as “the acquisition of knowledge that takes place largely independently of conscious attempts to learn and largely in the absence of explicit knowledge about what was acquired.” These definitions of implicit memory/learning raise the question of why the terms implicit/explicit are used at all. Why not call explicit memory or learning directly by their name, that is, conscious memory or conscious learning (cf. Reingold & Merikle 1993, p. 42)? Moreover, when using technical terms with an existing ordinary meaning, it seems to us, we should adhere to that existing meaning as far as possible and not impose some arbitrary “operational definition,” or else we make it difficult for the scientific community to share the same meaning, because the natural meaning is likely to keep intruding (Who still adheres – or ever adhered – to the operational definition of intelligence as that which the WAIS [Wechsler Adult Intelligence Scale] measures?) So it is not an unimportant feature of our use of the implicit-explicit distinction that it attempts to stay true to its natural meaning, which we believe was the unarticulated reason for introducing the distinction in the first place, and what partially motivated its acceptance and continued use.

We ordinarily say that a fact is conveyed explicitly if it is expressed by the standard meaning of the words used. If something is conveyed but not explicitly, then we say it has been conveyed implicitly. We can discern two main sources of explicitness. One is the contextual function/use of what has been said explicitly. A prime case is presuppositions. To use a famous example, the statement, “The present king of France is bald,” presupposes that there is a present king of France. It does not express this fact explicitly because the function of the sentence (when uttered as an assertion) is to differentiate the present king of France being bald from his not being bald. For that reason the speaker of this sentence can claim that he did not (explicitly) say that there was a king of France. Yet the presupposition does commit him to there being a king of France, or else his assertion of the king being bald becomes insincere. So in this sense he did (and thus we say: “implicitly”) convey that there is a king of France.

The other source of explicitness lies in the conceptual structure of the explicitly used words. For example, if one conveys that a person is a bachelor, then one conveys that this person is male and unmarried without making those facts explicit. Using “bachelor” commits oneself quite strongly to “male” and “unmarried” lest one shows oneself ignorant of the meaning of the word bachelor in the language spoken. These are not rare cases. Whenever we say that something is an X (e.g., a bird), we implicitly convey that it is also an instance of the superordinate category of X (e.g., an animal) on the same grounds as in the bachelor case.

It is common to both sources of implicitness that the information conveyed implicitly concerns supporting facts that are necessary for the explicit part to have the meaning it has. The implicitly conveyed fact that there is a king of France is necessary for the explicitly expressed information that he is bald to have its normal, sincere meaning. Similarly, that someone is male and unmarried is a necessary supporting fact for the explicitly conveyed fact that he is a bachelor.

In our analysis the distinction is between which parts of the knowledge are explicitly represented and which parts are implicit in either the functional role or the conceptual structure of the explicit representations. A fact is explicitly represented if there is an expression (mental or otherwise) whose meaning is just that fact; in other words, if there is an internal state whose function is to indicate that fact. Supporting facts that are not explicitly represented but must hold for the explicitly known fact to be known are implicitly represented.
2. The representational theory of knowledge

2.1. Implicitness arising from functional role

Mental concepts such as knowledge are typically analysed as propositional attitudes (Russell 1919). The sentence “I know that this is a cat” consists of a person (I), an attitude (knowing), and an attribute relation between person and attribute (knowing). The representational theory of mind (Field 1978; Fodor 1978) is concerned with how such an attitude can be implemented in our mind. The suggestion is that the proposition is represented and the attitude results from how that representation is used by the person (functional role). The representation “this is a cat” constitutes knowledge if it is put in what philosophers would call a “knowledge box” or cognitive scientists would call a database. The representation is used as a reflection of the state of the world and not as it would be, for example, if it were in a goal box, as a typically nonexistent but desirable state of the world.

In this view, we can say that the content of the knowledge is explicit because it is represented by the relevant representational distinctions (by analogy with explicit verbal communication). That is, there is an internal state whose function is to indicate the content of the knowledge. In contrast, the fact that this content functions as knowledge is left implicit in its functional role (as implicitly conveyed information is communicated by the functional necessities created by the explicit part). The fact that it is I myself who hold this knowledge is not explicitly represented; it is implicit in the fact that I do hold that knowledge. We accordingly have three main types of explicit knowledge, depending on which of the three constituents of the propositional attitude is represented explicitly:

1. explicit content but implicit attitude and implicit holder (self) of the attitude;
2. explicit content and attitude but implicit holder of attitude; or
3. explicit content, attitude, and self.

This large picture has to be refined in at least three ways. In the first place, the same shift from implicit to explicit also applies within each constituent, complicating the picture somewhat. In addition, arguments are needed as to why only the above combinations occur and not all the other logically possible ones (e.g., an explicit representation of self but implicit attitude and content). We start by discussing the refinements required for the first type of each of the three constituents of propositional attitudes.

2.1.1. Content. The content of a propositional attitude, like knowledge, is what the attitude is about. In the example of the cat that I see in front of me, I know that it is a cat. The representation of the content of this knowledge as “this is a cat” identifies (1) a particular individual (i.e., the animal in front of me), (2) a property (or natural kind: catness), and (3) it predicates this property of the particular individual. For a more succinct and more general way of expressing these aspects we use predicate calculus notation, where $F$, $G$, $\ldots$ denote properties, $a$, $b$, $\ldots$ denote particular individuals, and the syntactic combination of $F$ and $b$ into the formula $Fb$ expresses that $F$ is predicated of $b$.

Even though this content makes these three elements explicit, however, there are other aspects that remain implicit. For example, I clearly know that the individual is now a cat, and that it is a fact about the real world that it is a cat, not just a cat in some fictional context. That is, (4a), the temporal context of the known state of affairs, and (4b), its factuality, are left implicit.

We have identified four main components of a known fact about which we can ask whether they need to be represented explicitly or can be left implicit:

1. properties, e.g.: “F,” “being a cat.”
2. individuals, e.g.: “b,” “particular individual in front of me.”
3. the predication of the property to the individual, e.g.: “Fb,” “this is a cat.”
4. (4a) temporal context.
4b) factuality (versus fiction), e.g.: “It is a fact of this world that at time t, Fb,” “It is a fact that this is currently a cat.”

The question is now whether any of these components can remain implicit and whether they can remain implicit independently of each other or only in certain combinations. We argue that they can only remain implicit in roughly the order in which they are listed above, that is, if an element with a higher number is represented explicitly then every element of a lower number must also be represented explicitly.

As an extreme case in which almost everything is left implicit we consider Strawson’s (1959, p. 206) “naming game,” in which a person simply calls out the name of a presented object, for example, “cat” or “dog,” depending on which kind of animal is presented. In this context, the word “cat” expresses knowledge of the fact that “this (object in front of the person) is a cat” and conveys this information to the initiated listener. We could not say anything less, for example, that it only expresses knowledge of catness, or of the concept of cat. Yet, what are made explicit within the vocabulary of this naming game are only the properties of being-a-cat, being-a-dog, and so on. Consequently, because there is knowledge that it is the particular presented individual that is a cat or dog, that knowledge remains implicit.

Our use of Strawson’s naming game only provides an example of the property (cat) being represented explicitly, the individual and predicing the property of this individual remain implicit. The naming game uses the publicly inspectable medium of language, but, when it comes to the question of which aspects can be made explicit independently of other aspects, it becomes an imperfect guide for explicitness of mental representations, as the following shows.

In the naming game, it is also possible to represent individuals explicitly and to leave their properties implicit. This is the case for forced choices between two items, by pointing to the item that has a particular property, for example, which one of two objects – the left or the right – is a cat. In the case of the naming game, one could argue that the response must explicitly distinguish the two items (a, b) by pointing right or left, but not the property. The pointing thus conveys the information “This one is a cat” but makes only “this one” explicit and leaves “is a cat” implicit. In the case of the naming game (i.e., the information passing between two communicating parties), this is possible. In the case of the knowledge that a single person must bring to bear, explicitness of the individuals requires explicitness of the attributed property, because the person must be able to
go into a cat/no-cat state for each individual in order to decide which is a cat and then to respond correctly. Hence, for knowledge we have the constraint that explicit representation of the individual to which a property is attributed entails explicit representation of that property.

At this point one should be aware that the notion of predicating something of a particular individual need not be restricted to particular objects or persons. It will be applied later in extended form to events and even to causal regularities. Traditional logic does not make this very explicit but Barwise and Perry's (1983) situation semantics offers an elaborate distinction between event types and individual events, in order to capture the capacity of natural language to freely reference particular events, causal regularities, laws, and so on, and then to describe them as having certain properties or as being of a certain type. For example, a particular event (b) was a dance (F) and has the further feature of having had me as a participant (G), and so forth.

Subliminal perception provides an example from psychological research, as discussed in more detail in section 3.2. The suggestion is that under subliminal conditions only the properties of a stimulus (the kind of stimulus) get explicitly represented (e.g., the word "butter"), not the fact that there is a particular stimulus event that is of that kind. This would be enough to influence indirect tests, in which no reference is made to the stimulus event (e.g., naming milk products), by raising the likelihood of responding with the subliminally presented stimulus ("butter" is listed as a milk product more often than without subliminal presentation).

The stimulus word is not given as response to a direct test (e.g., Which word did I just flash?) because there is no representation of any word having been flashed. Performance on a direct test can be improved with instructions to guess (Marcel 1993), because this gives leave to treat the direct test like an indirect test, just saying what comes to mind first.

As mentioned earlier, even explicit representation of F being predicated of b ("Fb," or "This is a cat") leaves implicit the fact that Fb is a true proposition, that is, a fact at the present time. Only the representation "Fb is a fact now" represents the fact that b is F at the present time completely explicitly. The reason for making these aspects explicit may seem superfluous. In particular, the addition "is a fact" may strike some readers as totally redundant and trivial, so let us dwell briefly on its significance.

Consider a simple mental system that does not represent truth explicitly but just contains a single model of how it perceives the world to be (Perner, 1991, described the young infant as having only this representational power). The model of the world is a type of knowledge box in that any proposition Fb that is in the knowledge box is taken (judged) to be true, on the grounds of being in that box plus the functional role the box plays in the mental economy. There is no possibility of representing propositions that are not true, however, without creating mental havoc, because all propositions in the box are acted on as if they were true (Leslie, 1987, pointed this out in his analysis of pretense).

To differentiate true from false propositions, one could represent false propositions in a different functional box, as has been suggested for pretense and for counterfactual reasoning (Currie & Ravenscroft, in press a; Nichols & Stich 1998). In concrete terms this means that a child who is pretending that the banana is a telephone represents "this is a banana (Bb)" in its knowledge box and "this is a telephone (Tb)" in its pretend box. This solution may be adequate for pretend play consisting of switching from a knowledge (serious action) mode into a pretend mode of functioning. Pretend actions are then simply governed by the representations inside the pretend box. This cannot account for the child knowing whatever it is pretending. To know that, the pretend representations have to be in the knowledge box. This raises the problem of cognitive confusion (representational abuse; Leslie 1987) and the pretend representations have to be quarantined in some sort of "metarepresentational context" (Sperber 1997). Such markers explicitly differentiate within the knowledge box what is to be taken as true from what is not to be taken as true. More generally, for knowing what is and what is not true, the truth value has to be made explicit within the knowledge box, that is, to represent "Fb is a fact" or "Fb is NOT a fact." This distinction is also required for understanding change over time (i.e., to represent that Fb was the case and now Gb is the case; Perner 1991; 1995, Appendix) and to interpret symbolic expressions and representations (e.g., to understand that objects in the world are also in the picture).

The following table gives a summary of the different cases of the possible implicit-explicit combinations of facts that we have discussed so far. We suggest that these are the only realistically possible ones. Table 1 excludes certain permutations of the four components: property, individual, predication, and factuality. For the verbal exclamations in Strawson's naming game, all combinations are possible, but for knowledge only the four cases listed above are possible. For example, predication cannot be known explicitly on its own. It can be explicitly conveyed on its own in the naming game in response to the question "Does b have the property F?" The response "Does/doesn't have it" represents only predication explicitly. Again, a system that can do this must make further internal distinctions; it must distinguish F from not-F to decide whether the presented object "does/doesn't have" that property. Knowledge of the presented individual can remain implicit. This case is accounted for in 2(b) in Table 1.

In the case of factuality we are after the distinction between whether a state of affairs Fb is a fact or fiction. The naming game can only be played with real objects. A system that can meaningfully distinguish between whether the predication of F of b holds in the real world or in a world of fiction must have the representational resources to specify the property and the individual in question and be able to predicate this property of the individual in order to decide whether it holds in reality or only in fiction. Hence, if factuality is known explicitly, then predication, individual, and property must also be known explicitly. Similarly, the time of a fact can only be left implicit for the present. A system that can distinguish between whether the predication of F of b holds now or in the past must have the representational resources to specify the property and the individual in question and be able to predicate this property of the individual in order to decide whether it holds now or has held previously. Hence, if time is known explicitly, then predication, individual, and property must also be known explicitly.

Memory research provides a relevant example. Explicit memory is not only conscious, but, more to the point, is a recollection of the past. For this it must represent past events as having taken place in the past. Only then can systematic answers be given to direct questions about the past.
If a past event is only represented by its properties (event structure), then it can influence indirect and direct tests alike. Only when the pastness of the event is represented explicitly can performance on a direct test that addresses the pastness directly outshine performance on indirect tests (see Reingold & Merikle’s 1993 criterion for explicit memory). So we can see why and how test directness relates to explicitness. In the next section we see how it relates to consciousness.

2.1.2. Attitude. Knowledge is standardly analysed as propositional attitudes. The system knows some fact (e.g., the fact that b is F, or that this is a cat) if it is related in a particular way to the proposition expressing that fact. In the representational theory of mind this is the case if the following conditions hold:

(i) The system has a representation, R, of this fact, and
(ii) R is used by the system as an accurate reflection of reality (i.e., the system must judge that b being an F is the case), and
(iii) R has been properly caused (it must not have come about by accident: it must have a respectable causal origin, which when made explicit serves to justify the claim to knowledge).

Possession, accuracy, judgement, and causal origin (justification) are all supporting facts for any representation to constitute knowledge. For example, “Fb is a fact” constitutes knowledge of the fact that b is F for a system only if (i) the system has the representation, (i) it is accurate, (ii) it is treated by the system as an accurate reflection of the world (the world is judged to be so), and (iii) it came about in a proper causal (justifiable) way. Hence all four facts are implicit in any knowledge until made explicit.

These four facts define the attitude of knowledge. Making them explicit means making the attitude explicit. For that the system has to form the following metarepresentations, where R stands for the representation of the known fact (i.e., R = “Fb is a fact”):

0. R is possessed by the system.
1. R accurately reflects the fact that Fb.
2. R is being taken (judged) as accurately reflecting the fact that Fb.
3. R was properly caused by its content through a generally reliable process (i.e., it is caused by the fact Fb through the reliable process of visual perception).

In other words, (0) represents that the knowledge content can be entertained by the system, (1) represents the knowledge as a true thought (that is, as a true thought that is being merely entertained but not judged as being true; see Künne 1995), (2) represents the knowledge as a belief, and (3) represents the knowledge as causally justified thought.

Only if the system can entertain R as a representation that it possesses can it represent what further properties – e.g., (1), (2), and (3) – this representation might have. But the three further metarepresentations can be explicit independently of each other. Truth does not imply having been properly caused nor being taken for true; being taken for true does not imply either being true or being properly caused; and having been properly caused does not imply being taken for true or being necessarily true because, although generally reliable, even such a process can on occasion fail. Note that some dependencies emerge if one represents that it is the same rational agent (e.g., oneself) who represents R as accurate and who represents R as being taken to be true.

If (0)–(3) hold, then the system represents its attitude of knowing explicitly, that is: There is knowledge of the fact that Fb. What this does not make explicit is the holder of this attitude, that is, the self. The fact that it is oneself who holds the attitude is implicit in the act of knowing. To make it explicit, the system has to represent itself as the holder of the attitude: “I know that Fb is a fact.”

Other attitudes may be held towards a piece of knowledge, such as, I guess that Fb is a fact. Making any attitude explicit always requires (0) to hold, plus additional representations, depending on the attitude.

2.1.3. Relating explicitness of content, attitude, and self. It is evident that explicit representation of self as holder of an attitude (e.g., “I know . . .”) contains an explicit representation of the attitude (“know”). The interesting question concerns the degree to which explicit representation of knowing requires explicit representation of the content (e.g., this is a cat). That is: Is it possible to explicitly represent “I know” or “it is known” and leave implicit the fact that this is a cat (Fb)? In a variation of the naming game, an expression like “I know” can implicitly convey that the knowledge is of the fact that Fb. However, inside a (rational) agent this explicit reflection on knowledge implies explicit factuality of the known; one must be able to judge the factuality of the known fact before coming to the conclusion that one knows that fact. Because explicit factuality implies explicitness of predication, individuals, and properties, we can conclude that explicit representation of self or attitude implies explicit representation of the content.

The dependencies we have discussed are summarised in Figure 1. If an aspect at a higher level is represented ex-
Figure 1. Constraints on explicitness. An arrow denotes that the explicitness of the item from which the arrow emanates entails the explicitness of the item to which the arrow points. An “×” denotes that the explicitness of the two terms can be varied freely.

2.2. Implicitness owing to conceptual structure

This kind of implicitness (structure implicitness) typically arises when the system represents (has a concept for) properties that can be defined as compounds of more basic properties, such as the property of being a bachelor has the components of being male and unmarried. So if one explicitly states that a person is a bachelor, then one implicitly conveys that he is also unmarried, because being unmarried is a necessary, supportive fact for being a bachelor. Similarly, one can explicitly know that is a bachelor, but not explicitly know that he is not married. However, as not being married is a necessary fact for being a bachelor, this fact is known implicitly. In this example, the structure of the component properties (male, unmarried, etc.) remains implicit in the explicit representation of the compound property (being a bachelor); a case of “property-structure implicitness.”

2.3. Summary

We have so far developed a rich structure for describing different ways some knowledge can be implicit within the use of some other explicitly represented knowledge. That is, knowledge with explicit representations of part of its content can contain other parts of its content, the attitude, and self as holder of the attitude implicitly. Also, explicit knowledge can be a representation of compounds (typically compound properties) that leaves the structure of its components implicit. We now explore how our analysis unifies the different distinctions that have traditionally been used in connection with the implicit-explicit distinction.

3. Related distinctions and test criteria

The previous section showed that knowledge can differ in how many of its functional and conceptual aspects are represented explicitly. This puts us into a position to show that the various distinctions associated with the implicit-explicit distinction differ in the amount of explicit representation required. We start with consciousness, as it has been used most prominently to define explicit knowledge (in memory, Schacter 1987; in learning of rules, Reber 1989). We will show that under a common understanding of “conscious,” knowledge counts as conscious only if its content, the attitude of knowing, and the holder of that attitude (self) can be represented explicitly. Hence, conscious knowledge is, indeed, prototypically explicit.

Consciousness has often been related to (even defined in terms of) verballisability (e.g., Dennett 1978). The ability to address the content of one’s knowledge verbally (direct tests) has often been used to test conscious and explicit knowledge. This makes sense in our analysis, because ver-
bral reference requires very explicit representation of content. Furthermore, a close relative of verbally expressible knowledge, “declarative” knowledge, has often been put in opposition to “procedural knowledge.” Although this opposition confounds several independent dimensions (procedural-inert, declarative-nondeclarative, and accessible-inaccessible), we can explain why these groupings appear natural and why they can be tied to the implicit-explicit distinction. Finally, the ability to exert voluntary control, in contrast to automatic action, has been associated with explicit, conscious knowledge. This link is justified, because voluntary control requires explicit representation of one's attitude, which conforms to the requirement for conscious awareness, whereas automatic action can be sustained by procedural know-how.

3.1. Consciousness

We use “consciousness” (some philosophers might find the term “conscious awareness” more appropriate) here as (we think) most people use it: one's knowledge is available to oneself and it is not necessary to prove its existence to one's own surprise through behavioural evidence. This is certainly the meaning of the conscious-unconscious distinction in cognitive psychology, as we will see from the many research examples in the next section. For example, implicit unconscious memory occurs where I appear to have no knowledge (memory) of a past event but can be shown by behavioural evidence in an indirect test to have some (implicit) knowledge of that event.

The idea that consciousness has something to do with the awareness of our mental states has a venerable tradition dating back to at least the writings of John Locke (Tye 1995, p. 5): “consciousness is the perception of what passes in a Man's own mind” and perhaps even to Aristotle (Güzeldere 1995, p. 335). This intuition has recently been given prominence under the name of the higher-order-thought theory of consciousness. Different versions of this theory differ as to the nature of the second-order state required. Armstrong (1980), like Locke, sees it as a perceptual state, a higher-order act of observing our first-order mental states. Rosenthal (1986) sees it as a more cognitive state, and Carruthers (1996) as a potential for being recursively embedded in higher-order states (see Güzeldere 1995). The basic insight behind these different approaches is that when one is conscious of some state of affairs (e.g., that the banana in one's hand is yellow) one is also aware of the mental state by which one beholds that state of affairs (i.e., one sees that the banana is yellow). There is something intuitively correct about this claim, because it is inconceivable that one could sincerely claim, “I am conscious of this banana being yellow” and at the same time deny having any knowledge of whether one sees the banana, or hears about it, or just knows of it, or whether it is oneself who sees it, and so on. That is, it is a necessary condition for consciousness of a fact X that I entertained a higher mental state (second-order thought) that represents the first-order mental state with the content X.

Of course, there is philosophical controversy about whether this characterisation can capture the whole phenomenon of consciousness or just an aspect of it. We need only focus on the less controversial part of this theory, namely, that the higher-order mental state is merely necessary, although, in what follows we will occasionally explore the explanatory power of the stronger theory (that a higher-order thought is both necessary and sufficient for consciousness). To be safe we will pursue Carruthers’s “potentialist” version of the higher-order thought theory in more detail. Because it does not require actually entertaining a higher-order thought but only the potential for forming such a thought, it makes fewer demands on the cognitive complexity of routine conscious information processing than the other versions of this theory. This potentialist version is sufficient to explain why consciousness relates to explicitness, verbal expressibility, voluntary control, and so on.

Carruthers (1996) sees consciousness as the potential of our mental content that is recursively embedded in higher-order states. In other words, the content X of a knowledge state is conscious if it is recursively accessible to higher-order thoughts, such as knowing that I know that X. To form this second-order state one must explicitly represent the first-order knowing. For this, one in turn needs to represent the content explicitly, in particular its factuality, that is, “it is a fact that X.” This is a necessary condition. It is not always necessary to have the first-order attitude and the self explicitly represented because these can be freely inferred from the factuality of the content as Gordon (1995) has pointed out in the context of simulation theory. Within one's own perspective – and that is all we are concerned with here – there is a one-to-one correspondence between what is a fact for me and what I know. Gordon speaks of ascent routines that allow us to go from descriptions of facts to knowledge attributions for oneself, for example, from ‘X is a fact” I can go to “I know that X.” That means that once factuality is represented explicitly, explicit representation of attitude and self is also possible. Of course, other conditions may have to be met (e.g., the representation must be in a short-term memory store), but explicit representation of factuality (and thus all other aspects of content) is often all that is required.

In sum, on the weak version of the higher-order thought theory where potential access to higher-order thoughts is only a necessary condition, we can conclude that the explicit representation of self and attitude is necessary for conscious knowledge but sometimes only the explicit representation of factuality is all that is needed. On the stronger version, where access to higher-order thoughts is also a sufficient condition, explicit representation of self and attitude or factuality is sufficient for conscious knowledge. For us the critical implication of this view of consciousness is that the requisite higher-order states represent the attitude and the holder of the first-order state explicitly. This in turn requires explicit representation of the content of the first-order mental state. This means that to have conscious knowledge one must represent all three aspects of it explicitly (or be able to form such explicit representations). For example, to consciously know that the banana is yellow, I must explicitly represent that it is a present fact that the banana is yellow, that this fact is known, and I must be able to explicitly represent that it is I who know it. This analysis makes clear why most definitions of explicit knowledge involve consciousness: because it imposes the clearest, most extreme case of explicitness. It also puts us in a good position to understand why verbal access to knowledge (and other features to be discussed below) are tied to consciousness.

3.2. Verbalisation and directness of tests

In this subsection we wish to show why verbal access to knowledge is considered a sign of explicit, conscious knowl-
edge, relating this to the important types of direct and indirect tests and the objective and subjective thresholds of perception.

Verbal communication (for transmitting information) proceeds by predication. A referring expression (or an ostensive gesture) is used to identify an individual (topic) and then further information about this individual follows. Hence, verbal report requires knowledge with explicit predication. An even stronger explicitness is necessary for the following reason. Linguistic information, unlike perceptual information, cannot be taken at its face value. As Gibson (1950) has emphasised, visual perception is highly reliable under most normal circumstances and thus can – barring the few visual illusions – be taken as veridical. Applied to linguistic information, this strategy would lead to a highly unstable knowledge base (Perner 1991, Ch. 4). For this reason, verbal information needs to be interpreted without being taken as true prima facie. Only after evaluation (checking compatibility with other available information) should it be accepted. A distinction must accordingly be made between “is a fact” and “not yet clear,” that is, factuality has to be represented explicitly.

In research on implicit memory (Richardson-Klavehn & Bjork 1985) and subliminal perception (Reingold & Merikle 1988), a critical distinction is made between direct and indirect tests of knowledge. A direct test is one that refers to the fact in question. An indirect test does not refer to the fact in question, but the answer to some unrelated question or the response to some stimulus shows that some information about the fact must still be present. In both literatures, the fact in question is the spatiotemporal context of the presentation of a particular stimulus. The key methodological difference between implicit memory and subliminal perception is in how long after the presentation of the stimulus knowledge of this fact is tested (Kihlstrom et al. 1992). In implicit memory, the fact in question could be that a particular word was studied 10 minutes ago in the laboratory, and typically the word is consciously perceived at the time of study. Implicit memory is considered in more detail in section 5.2 below. In subliminal perception, the fact in question is whether a particular stimulus has just been presented. According to the normal approach (e.g., Holender 1986), perception is subliminal or implicit (Kihlstrom et al. 1992) if the participant performs at chance on a direct test of some aspect of this fact (because it was not consciously perceived), but the stimulus still affects processing indirectly.

Our analysis makes clear why performance on direct and indirect tests has something to do with explicit explicitness and consciousness of the probed knowledge, provided the test questions are “bona fide,” with participants saying that X is the case only if they have a representation stating that X is a fact. The analysis also makes it clear, however, that one cannot equate test performance with type of knowledge, because there is no guarantee that test answers are bona fide; participants might say that X is the case just on the basis of a feeling that that might be right.

Even knowledge without explicit predication can influence indirect test responses, because the test does not refer to the event in question. For example, after a brief (e.g., 10 msec) presentation of the word “doctor” or “table” followed (within, e.g., 50 msec) by a patterned mask (a technique for inducing subliminal perception), a clearly visible word (e.g., “nurse”) or nonword (e.g., “nurge”) is presented and observers must judge whether or not this item is a word; this lexical decision provides an indirect test of knowledge of the first word. Although the instructions refer only to the clearly visible word, it has been found (e.g., Marcel 1983a) that the identification of “nurse” is faster if the first word is semantically related (i.e., “doctor”) than if it is unrelated (“table”). For this processing advantage to occur it is sufficient to take in only the property of the presented stimulus, that is, “doctor,” without any representation that there was a particular event that had that property. The semantic processing triggered by the word form “doctor” will activate the semantic field of the medical profession, which then gives “nurse” a greater processing advantage than “table.”

In contrast, a direct test refers to the event in question. There are different ways of making this reference. The question can refer to the event, for example “What was the word on the screen?” A bona fide answer “doctor” can be given only if the event has registered as a fact. So we see that bona fide performance on such a direct test requires explicit representation of factuality which, on Carruthers’s higher-order theory of consciousness, is at least a necessary and possibly also a sufficient condition for consciousness. This provides a theoretical justification for using direct tests to assess conscious knowledge if all answers are bona fide. Unfortunately, there is no guarantee of this. Cooperative participants in our experiments try to give the best answer, and then even knowledge with implicit predication (far removed from meeting the criterion for consciousness) may help them give correct answers (based on guesses) on direct tests, a known problem in the field (e.g., Roediger & McDermott 1996).

Performance on indirect tests can be influenced by conscious knowledge as well as implicit knowledge lacking explicit predication. One could only infer the use of implicit knowledge without consciousness from the advantage in performance of an indirect over a direct test (even if non-bona fide answers are given on the direct test). This conclusion is warranted especially if performance on the direct test outstrips performance on the indirect test under conscious processing conditions so that any lingering issues about sensitivity differences (Shanks & St. John 1994) are eliminated (Reingold & Merikle 1993, p. 55).

Because direct tests do not typically involve reference to one’s subjective mental state of seeing, Cheesman and Merikle (1984; see also Greenwald 1992) referred to the threshold conforming to this test as the “objective threshold”. If the interstimulus interval between a stimulus (e.g., a word) and a mask is reduced so as to make perception more difficult, the objective threshold is defined by the interstimulus interval at which the participant performs at chance on a direct test of the nature of the stimulus presented. Our analysis, however, suggests that this might not reflect a single threshold because there are at least two significantly different ways of making such a reference (cf. Dagenbach et al. 1989). One is to stipulate that an event occurred, with the observer’s task being to determine of which type the event was, for example: “What was the word on the screen?” This way of questioning puts the focus of the observer’s mental search on finding a suitable property for an answer. A predication-implicit representation of the perceived property will serve that purpose.

A different way of phrasing the question is to stipulate a particular event type, for example, the occurrence of a
word; the observer’s task is to decide whether or not it took place (i.e., to judge the existence or occurrence of a word). Marcel’s (1983a, Experiment 1) query about whether a word (any word) was present or absent to determine the detection threshold appears to be of this kind. Here observers had to judge whether or not a word occurred. Such a judgment would require a predication-explicit representation of the perceived event. A mere representation of the property “word,” without explicit predication of the observed event, would not provide a natural answer to the observer’s mental search initiated by the presence-absence question. Several studies and replication attempts inspired by Marcel’s work used the other approach for determining the detection threshold, for example, “Which colour word was it (one of four possible colours)?” (Cheesman & Merikle 1984) or “Was there a word or a blank?” (Dagenbach et al. 1989). In this case, a predication-implicit representation of the event type (“red” or “word” or “blank”) provides an answer for the mental search. This may be one reason these studies had only partial success in replicating Marcel’s original finding that detection (absence-presence) has a higher threshold (i.e., occurs at a longer stimulus onset asynchrony, SOA, between stimulus and mask) than graphic or semantic similarity judgements (also see Fowler et al. 1981).

There is also the possibility of formulating a direct test by referring to the target event as a perceptually experienced event: “What was the word that you just saw?” For a bona fide answer the stimulus event must be encoded explicitly as a visually perceived event. Without that encoding the observer can only answer “I didn’t see anything.”12 Because reflection on one’s state of seeing is required, this detection criterion corresponds to the “subjective threshold” introduced by Cheesman and Merikle (1984; 1986; see also Merikle 1992); that is, the point at which participants know they know what they saw.

This discussion was mainly intended to show that the known problems in this field can be formulated in our framework. The contamination of explicit (direct) tests by implicit knowledge and of implicit (indirect) tests by explicit knowledge has been debated particularly intensively in memory research. As a solution, Jacoby (1991) proposed his process dissociation procedure, which brings in voluntary conscious control as an arbiter. We will discuss the relation between the implicit-explicit distinction and consciousness and volition in the next two sections.

### 3.3. Procedural versus declarative knowledge and accessibility

The notion of procedural and declarative knowledge has been related to the implicit-explicit distinction by several authors. Karmiloff-Smith (1986; 1992) characterized as procedural the implicit knowledge that is severely limited in its accessibility to other parts of the system. Accessibility has been emphasized as the central factor in the distinction between procedural and declarative knowledge by Kirsh (1991). Squire (e.g., 1992) characterized the knowledge of the past that is typically impaired in amnesics as declarative memory (where declarative is considered largely a terminological variant of explicit memory or “knowing that”); he contrasted this with nondeclarative (implicit, knowing how) memory, which includes procedural memory (habits, skills, and conditioned reactions) but also memory of facts revealed by priming.

Our own suggestion is that at least four different dimensions are in play and need to be kept conceptually distinct: knowledge that is or is not contained in a procedure, declarative versus nondeclarative knowledge, accessibility, and implicitness versus explicitness. The goal, however, is to show that there are some necessary relations between these dimensions and the types of knowledge that form natural clusters: procedural knowledge tends to be implicit and hence inaccessible, whereas declarative knowledge involves quite explicit representation of its content, and hence tends to be conscious and accessible for different uses.

To some, implicit knowledge may simply mean inaccessibility. Apart from being an arbitrary conceptual stipulation, this definition of implicitness also lacks precision. Inaccessible in what way? All knowledge must be accessible in some way or it would not qualify as knowledge (on views like those of Millikan 1984; Dretske 1988); in any case, there would be no evidence that there was any knowledge at all. Our framework indicates how the implicitness of different aspects of knowledge makes it inaccessible in different ways, as indicated in our discussion in section 3.2 on direct and indirect tests and verbalisability, and in our treatment of procedural knowledge, which we now discuss.

The procedural-declarative knowledge distinction was introduced in artificial intelligence (McCarthy & Hayes 1969; Winograd 1975) and later taken over in psychological modelling by Anderson (e.g., 1976). It concerned how best to implement knowledge: Should one represent the knowledge that all men are mortal as a general declaration “for every individual it is true that if that individual is human it is also mortal”? Whenever knowledge of a human individual was introduced in the database this general information would be consulted to infer by general inference rules that that individual must also be mortal. The alternative would be to have a specialised inference procedure: “Whenever an individual is introduced that is human, represent that that individual is mortal.”

Now we can see in what sense declarative knowledge is explicit. It represents explicitly that the regularity “if human then mortal” is predicated of individuals and its general application to every individual is also marked. Moreover (if the database provides the requisite expressive power), it states that this regularity is a fact. In contrast, the procedure that adds “is mortal” to every human individual it encounters also knows something about this regularity but its knowledge is implicit in its application; its generality is implicit in the fact that it is applied to every individual encountered. No distinction, however, is made in the system that represents that it is applied to individuals and to every individual. The analysis also brings out the intuitive meaning of declarative knowledge as knowledge that declares what is the case (e.g., Squire 1992, p. 204: memory whose content can be declared) because it represents explicitly that something is a fact. Nondeclarative memory can be given precision in our analysis either as the stronger form of knowledge that does not make predication explicit or as a weaker form of knowledge that makes predication explicit but leaves factuality implicit.

The implicit nature of procedural knowledge also makes it clear why it has limited accessibility. For example, the implicitness of the procedural representation of the fact that all humans are mortal does not allow the distinction between whether this rule applies to a current case and my
thinking about the rule. To separate these two cases one needs some internal distinction that (explicitly) represents whether or not the rule applies. Then one can distinguish whether one is just thinking about the rule without it actually applying, or whether one is thinking about it because it applies. Moreover, there is no way of checking the adequacy of procedural knowledge. Such a check requires explicit representation of factuality to represent the result of the inference as a hypothetical possibility, for comparing it with other available evidence.\textsuperscript{14} All this puts a severe limitation on the usability of procedural knowledge.

The advantage of procedural knowledge is its efficiency. Procedures need not search a large database because the knowledge is contained in the procedures. Knowledge that resides in the application of a procedure leaves predication and factuality implicit. As a result, it is limited in its accessibility in a way that has been claimed for modularity (Fodor 1983); modular knowledge, for example, applies only to a specific input modality; it cannot use knowledge from other domains. Implicitness of procedural knowledge is accordingly a natural basis for modularity in our input modalities, which do not require fact explicit representation. In this context modular knowledge can be called implicit. However, implicitness is a less natural ally of modularity in the case of central processes (Fodor 1987b, “modularity gone mad”).

Modular or quasi-modular central conceptual processes have been proposed by Cosmides (1989) for reasoning processes that use a cheating detector module. Sperber (1996) considers quasi-modularity a general feature of central cognition. Smith and Tsimpili (1995, Ch. 5) posited a quasi-modular central language module to explain isolated highly developed foreign language ability in an otherwise handicapped individual. The central language module is not the same as the usual linguistic input processing module because it is not used to converse in different languages but to translate playfully from one language into another. Such central modules are unlikely to operate purely procedurally without explicit predication or factuality. This is very clear in Leslie’s (1987; 1994) theory-of-mind module, proposed to explain the relative ease and speed with which children develop a theory of mind. A theory of mind does not just process factual information. It must represent the content of people’s beliefs and desires, hence explicit representation of factuality is required. Modular knowledge in this sense clearly cannot be implicit in the sense defined in this paper.\textsuperscript{15}

In sum, knowledge contained in the application of a procedure (procedural knowledge) is active and efficient, but it leaves predication and factuality implicit; hence it is non-declarative and limited in its range of applicability (hypothetical reasoning, checking validity) and far from being accessible to consciousness. In contrast, knowledge that states its predication and factuality explicitly cannot be contained in the use of a procedure. It thus loses efficiency but becomes more flexible, to be used in hypothetical reasoning, evaluation of truth, and conscious awareness. The distinction between procedural and declarative knowledge is a good basis for understanding why voluntary control of action is tied to explicitness and consciousness.

3.4. Voluntary control

The dominant philosophical view of what differentiates our intended actions, for which we are responsible, from other movements is that those actions must be caused by our desires and beliefs (Davidson 1963). Heyes and Dickinson (1993), discussing whether animals act or just respond, argued that intentional action – unlike responses – must be based on an understanding of why one performs them, that is, one must represent the goal one pursues and the fact that the action leads to that goal. Searle (1983) even argued that intentional action must le causally self-referential: one must intend that the action be caused by one’s intention.

A useful model for this phenomenal distinction between automatic (responses) and controlled, or willed action is that of Norman and Shallice (1986). It distinguishes two levels of control. Horizontal strands operate at the level of implementing schemas, which consist of complex conditional action tendencies (productions like in Anderson’s 1976 ACT model) with automatic control through activation by triggering stimuli and mutual inhibition of simultaneously triggered schemas (contention scheduling). \cite{See also Anderson: “Is Human Cognition Adaptive?” BBS 14(3) 1991} Vertical strands of control come from the supervisory attentional system (SAS, a close relative of the central executive; Baddeley 1986). The two control systems are supposed to capture the phenomenal distinction between automatic responses and intentional action as well as explaining why a particular set of actions becomes difficult for patients with problems of voluntary control (e.g., patients with frontal lobe insult). These “SAS tasks” are typically (1) the setting up of new action schemas upon task instructions, (2) monitoring of novel or dangerous actions, or (3) the inhibition or monitoring of interfering action schemas.

Action schemas or productions are complex versions of responses to stimuli. They incorporate procedural knowledge about event contingencies in the world that (as discussed in sect. 3.3) leave predication of these regularities and factuality implicit in their application. The stimuli that trigger them can be declarative or nondeclarative representations of features of the environment or internal states. The control exerted at the level of contention scheduling, as well as that exerted by the SAS, is in terms of boosting or inhibiting the activation of schemas. For example, in order to ensure that a single schema produces coherent action the dominant schema might get its activation boosted even further at the cost of the activation of less dominant schemas.

We suggest that contention scheduling directs this control purely on the basis of the schemas as representational vehicles (the amount of activation is a feature of the schema as a vehicle, not of its representational content). In contrast, the SAS directs its control on the basis of the schemas’ representational content. In support of this contention one can show that such content-oriented control is necessary for the “SAS tasks” listed by Norman and Shallice. In a version of the Wisconsin Card Sorting test for children, a three-year-old child (like a frontal lobe patient) who has learned to sort cards by colour must now sort the same cards according to a new rule (e.g., the shape of symbols on the card). Without SAS, the once-learned colour sorting rule is dominant and will suppress execution of the new rule. Three-year-old children, even though they know the new rule and can verbally state it, will perseverate, sorting according to the old rule \cite{Zelazo et al. 1995}, as frontal lobe patients tend to do on the traditional test \cite{Shallice 1988}. For the SAS to be of use here, it must boost the new schema and inhibit the old, dominant one. This cannot be done on the basis of vehicle
features such as amount of existing activation or strength (too many weak schemas would be boosted), the SAS must be able to address the new schema by its content, that stimulus-response sequence that the new rule requires (see Perner 1998, for discussion of other SAS tasks).

Controlling schemas via their content requires the representation of that content. To avoid confusion, this content must be explicitly marked as being not factual (i.e., explicit representation of factuality), but something that is desired or intended (explicit representation of attitude). This means that the SAS must be (or contain) a second-order mental state (one that represents desires), which is an important prerequisite (or even a sufficient condition) for being a conscious state according to the higher-order thought theory of consciousness. This analysis hence suggests that the need to represent content and attitude explicitly distinguishes controlled or willed action from automatic action. We can identify intentional action with action (be it automatic or willed) that is in line with the explicit representations of the SAS (under control). If automatic action contravenes those representations then it is experienced as an unintentional lapse or “slip of action” (Reason & Mycielska 1982).

This analysis also makes it clear why willed action is conscious – because it is based on a second-order mental state. With this we have a theoretical justification of why voluntary control is used as a criterion for consciousness in the quite different areas of research on implicit memory and subliminal perception. Note, however, that not all aspects of the content of a schema need be explicitly represented to allow control by the SAS – only enough aspects to indicate that the action of the schema is desired. Only those aspects of the content that are explicitly represented will be conscious; the rest may in principle embody knowledge that the person is not aware of having, and whose details of application they could not control. Our argument requires a conscious representation to be made by the SAS (e.g., “I want [it to be the case that] I play ‘Für Elise’ on the piano”), but the overlap in content between this representation and a body of knowledge (namely, about piano playing) could allow that knowledge to apply, even if the factuality of the knowledge is not explicitly represented; that is, a fully explicit representation in the SAS can coexist with implicit representations in a knowledge base. We will see an example of this in section 4.4.

Jacoby’s (1991) process dissociation procedure uses voluntary control of knowledge to provide better estimates of implicit (unconscious) or explicit (conscious) memory. The procedure can be used not only for memory but also for subliminally presented information (Debner & Jacoby 1994). One critical part of this procedure is the exclusion condition, in which participants in an indirect test of memory (e.g., to complete word stems) are instructed not to use words that were presented in a list. Unconscious knowledge, in particular, knowledge that leaves predication implicit (e.g., the word form “butter” of the word that was on the learning list), can influence the indirect test and escapes exclusion in the exclusion test, because the word form does not fall under the description “word on that list.” So, the number of words from this list that are used as an answer, despite instructions, is a better indicator of implicit memory than performance on the indirect test without exclusion instruction, because on the indirect test there is no control for participants using words they can remember explicitly.16

3.5. Summary
Our analysis of the aspects of knowledge that are represented explicitly and those that are left implicit provides a basis for relating different criteria that have been brought to bear on the implicit-explicit distinction. Knowledge that represents its content, its attitude, and its holder (self) explicitly is on the higher-order thought theory conscious. Explicit representation of factuality might be sufficient because from being a fact, knowledge can be inferred. Explicit representation of predication (and often of factuality) is required to refer in verbal communication and thus a link emerges between direct tests (where reference is made to the known fact) and explicitness and consciousness. Similarly, procedural knowledge leaves predication implicit in its application. It accordingly remains unconscious. Declarative knowledge represents predication and factuality explicitly, thus qualifying for conscious access. Automatic action is based on schemas (productions) that, like procedural knowledge, leave predication implicit, while controlled action (SAS) represents the content of these schemas explicitly, together with the attitude. Willed action is therefore conscious, whereas automatic action can remain unconscious. This justifies the use of voluntary control to help distinguish conscious from unconscious elements in task performance.

4. Outline of potential application to research areas

4.1. Visual perception
Visual information is not processed in a unitary way. At least two functionally different systems exist. Traditionally it was thought that the functions were for the perception of objects and the perception of the spatial relations between those objects (“what” versus “where”; Ungerleider & Mishkin 1982). Recently, Milner and Goodale (1995) have moved from a distinction in terms of encoding different aspects of the visual array to either forming a perceptual representation (“what” there is) versus exerting visuo-motor control (“how” to act). This reconceptualisation has been prompted in large part by functional dissociations in brain-injured patients and normal people (e.g., Milner & Goodale 1995; Rossetti 1998). As an example, we describe a series of experiments by Bruce Bridgeman on the induced Roelofs effect.

Bridgeman (1991; Bridgeman et al. 1997) reports that for human observers a stationary dot within a rectangular frame appears to move opposite to a movement of the frame. After a brief exposure to this apparent movement, the display vanished and the observer had either to indicate verbally at which of five marked locations the dot had been after the movement or to point to the location of the dot. In their verbal responses all observers were susceptible to the illusion and reported the dot’s last location as having moved opposite the frame’s movement. In contrast, only half the observers were susceptible to the illusion in their pointings; the other half pointed quite accurately to the dot’s actual location. Bridgeman interprets the results as showing the dissociation between a cognitive (perceptual) system used for verbal report and a system for visuo-motor control that steers the pointing finger.

This interpretation can be refined within our conceptual framework. Visually guided behaviour can be procedural
mind while tracking the first, explicit predication is re-
tracking. For keeping the position of a second feature in
predication of feature to position can remain implicit in the
simply to have a conjunction of feature and position? A
ing the feature “dot-ness” of that position. Or is it sufficient
is, “dot-ness in position x, y, z,” which amounts to predicat-
ing oneself in relation to landmarks can be done in a pure
feature placing system without the necessity of conceptual-
vironment but cannot keep track of past states of affairs and
updated for change over time). So, because the visuo-
distribution could be due to this ambiguity. From our analy-
sis it follows that if the instructions are not to point but to
move one’s finger to touch the dot, then no observer should
be susceptible to the Roelofs effect. Bridgeman (personal
communication) carried out this condition and obtained the
predicted results.

Bridgeman’s experiment illustrates the other interesting
property of the visuo-motor system: that its information
persists for only a few seconds. When the response is
delayed for eight seconds, all observers show the Roelofs ef-
fect just as in their verbal response (and this also holds for
the condition where observers had to move their finger to
the target; Bridgeman, personal communication). Repre-
sentations that do not mark factuality and time are only use-
ful to represent the here and now, as they do not differen-
tiate what is a fact (here and now), what is not a fact but
merely a hypothetical assumption, or what was a fact but is
no longer (see Perner, 1991, for developmental conver-
gence of the ability to represent hypothetical scenarios and
to represent change over time). So, because the visuo-
motor system leaves time and factuality implicit, it can only
update its information about the current state of the envi-
enment but cannot keep track of past states of affairs and
compare them with the present one. For this, factuality and
time must be represented explicitly (see also Wong & Mack

In sum, what these results demonstrate is that there are
two visual information processing systems. One is identified
neurophysiologically with the dorsal path from the primary
visual cortex (V1) to the posterior parietal cortex (Milner &
Goodale 1995). Its information is unconscious, it cannot be
used for statements (verbal or gestural) about the world, it
is not susceptible to certain illusions, and it is used for ac-
tion in the world but is of limited duration. Our interpreta-
tion is that this system leaves factuality and time implicit
(and perhaps also predication – see above). The other sys-
tem is identified with the ventral path from V1 to the in-
ferotemporal cortex. Its information is conscious, suscepti-
tible to illusions, and used for statements about the perceived
world and for action in the world after some delay. This sys-
tem represents predication and factuality explicitly and
thus makes its content accessible to consciousness (see also
Aglioti et al. 1995; Gentiliucci et al., in press; Milner &
Goodale 1995, Ch. 6; Rossetti 1998).

The spared capacities in blindsight and blind-touch pa-
tients (tactile analogue to blindsight; Paillard et al. 1983)
depend on similar parametric variations. Marcel (1993) re-
ported that blindsight patient G.Y. was able to detect an il-
 lumination change in the blind field better when the re-
 response was made quickly than when it was delayed by 2 or
8 seconds, when the response consisted of an eye blink (in-
terpretable as a nondeclarative response) than a verbal
“yes-no” (a declarative comment), and when the patient
was invited to guess than when instructed to give a firm
judgement (where bona fide responses require judgement
explicit representation). Marcel also found that people of
normal vision responded to near-threshold changes in illu-
mination in the same way as blindsight patients. That is, in
people with normal vision, detection was better when re-
sponses consisted of an eye blink rather than a “yes-no” ver-
bal response, and when people were invited to guess rather
than make a firm judgement.

A particularly interesting point about the last result is
that the response shift from judgement to the guessing con-
dition consisted not of a criterion shift to saying “seen” more
often, but of an increase in discrimination accuracy (an in-
crease in hit rate and decrease in false alarm rate). A shift in
criterion towards “seen” responses would be expected if
the stimulus was encoded explicitly as a fact about which
one is uncertain in one’s judgement. Then being given leave
to guess would simply lower the rejection criterion result-
in an increase in the willingness to say “yes.” In contrast,
when a stimulus is encoded as a fact only implicitly, there is
a representation “illumination change” but no information
as to whether or not it occurred, or whether it occurred on
the current or an earlier trial. Thus, there is no proper in-
formation for a judgement (hence low detection accuracy).
With leave to guess, however, one is free to let oneself be
influenced by the fact-implicit information that happens to
be correct, which results in higher detection accuracy.

4.2. Memory

Memory has many different facets. To help focus our dis-
 cussion, we distinguish the wider use of memory as the
availability of information acquired in the past (e.g., re-
membering/still knowing that 2 × 2 = 4) from the narrower
meaning of memory as the availability of information about
events in the past acquired in the past. As a concrete ex-
ample, we use the typical memory experiment in which one
is read a list of words, among them the word “butter,” and
we look at the consequences when various aspects of this
event are represented explicitly or left implicit. The consequences we consider are in terms of memorial state of awareness, retrieval volition, and test responses.

As the first possibility, we consider strong implicitness. At learning, the word “butter,” designed to represent the fact that “the word ‘butter’ occurred on the list,” is stored so that only the word form “butter” is represented explicitly and all the rest is left implicit. This supports no particular memorial state of awareness. It could support a “feeling of familiarity,” if that word had been encountered the first time on that list. This representation cannot be accessed voluntarily, and is not used bona fide in any direct test because no reference to any particular occurrence can be made. It can influence indirect tests, however. The mere presence of the word form “butter” can enhance the likelihood of answering a request to list dairy products with “butter.” It could also account for participants reporting “butter” on an exclusion test without any accompanying feeling of familiarity (Richardson-Klavehn et al. 1994).

It is also likely that there are cases where it is not just the word form “butter” that has been represented, but also the perceptual details by which that word form was perceived. That is, a representation of the conjunction of various contextual features is formed, but this feature complex need not be predicated as having occurred on the list. Such a representation could enhance perceptual identification and produce familiarity effects without supporting recollection (e.g., Jacoby & Dallas 1981). Such a representation could also be involved in the “mere exposure effect,” in which exposure to a stimulus, for example a novel shape, can lead to high affect ratings for the stimulus in the absence of recollection of having seen it before (Bornstein 1989; Gewei & van-Raaij 1997; Zajonc 1968).

When the occurrence of the word “butter” is explicitly predicated, “the word ‘butter’ occurring on that list,” then it can come under direct voluntary control because now reference to the particular event of being on the list is possible. As a consequence, performance on a direct test can be better than on an indirect test (Reingold & Merikle’s 1993 control for differences in test sensitivity). However, voluntary control remains an educated guess and does not result from a considered judgement, because the occurrence is not represented as a fact.

Explicit representation of the occurrence as a fact makes the event accessible under the description of being a fact and participants can now give a considered judgement that the word “butter” is part of that list. With explicit representation of time, participants can then also judge that “butter” occurred at a particular reading of the list in the past. They can experience memory of a past event. It can be a conscious experience of memory of the past according to the higher-order thought theory, because explicit representation of factuality entails a higher-order thought about one’s knowledge. However, even with such a representation participants may remember no details of seeing/hearing the item.

An important next step comes with explicit representation of the experiential source of one’s knowledge: “I know that ‘butter’ was on the list because I saw it there.” Only such encoding – encoding of having been in direct contact with the known event – constitutes genuine episodic memory according to Tulving (1985; Perner 1991). Tulving (1985; and later others, such as Gardiner 1998) distinguished two types of recognition responses: those accompanied by simply an experience of knowing that the item occurred earlier in the context of the experiment (“K” responses), and those based on truly remembering the prior experience of the item (“R” responses).

“K” responses may arise for various reasons: because the word form “butter” is encoded predication implicitly and simply comes to mind readily (whether the participant does give a positive recognition response depends on his theory of why the word came to mind) or because a predication explicit representation has been formed and hence the participant guesses that the word had been on the list. In both cases, the participant may give a “K” response with low confidence. On the other hand, if the participant experiences strong familiarity when he comes across the word “butter,” he may give a “K” response with strong confidence. However, in all these cases there is no genuine knowing that “butter” was on the list, just guesses that carry more or less conviction. Researchers in the field (Conway et al. 1997) have now started to give participants a choice between “K” responses and “guesses.” This may separate predication and fact-implicit knowledge from knowledge that represents the factuality (and past-ness) of the event in question explicitly. Unlike “guesses,” “K” responses should not just be produced but produced as the reflection of a fact. “R” responses differ from “K” responses in that they need be seen not only as reflecting facts but also as products of one’s direct experience.

Table 2 summarises the different levels of explicitness, and the memorial state of awareness, voluntary control, and kind of test performance they support. Our analysis yields distinctions that map reassuringly onto distinctions that have emerged from the empirical literature. In particular, it can address the distinction between retrieval volition and memorial state of awareness (Richardson-Klavehn et al. 1994).
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Karmiloff-Smith's (1986; 1992) insistence that the basic di-
In our framework there is no simple dichotomy between implicit memory in the spirit of Tulving's (1985) original dist-
memories of experienced events as experienced (Perner 1990). This analysis indicates that both “R” and “K” count as declarative knowledge (both involve explicit predication) and familiarity can be purely procedural (predication left implicit).

4.3. Development
In our framework there is no simple dichotomy between implicit and explicit knowledge. This owes much to Karmiloff-Smith's (1986; 1992) insistence that the basic dichotomy should be embellished by further levels of explicitness. It is reassuring that our framework unfolds logically from the conceptual analysis of knowledge and yields a plausible correspondence to Karmiloff-Smith's empirically motivated classification. Her initial level (I) of implicit knowledge, where the information is only in the system, maps onto procedural knowledge, which leaves predication implicit. Her first level (E1) of explicit knowledge results from a redescription of the original information encoded in procedural format, so that the information becomes informa-
tion to the system, usable by different parts of the sys-
tem. This maps onto knowledge that makes predication expli-
tic (and can thus be referenced flexibly by different user systems) but leaves factuality implicit. At the next level of explicitness (E2), the knowledge becomes conscious and at the final level (E3) it is also verbally expressible. The once clear progression from E2 to E3 has later been collapsed into a level E2/3 (1992, p. 23), owing to the lack of a clear empirical demonstration of such a progression. The level E2/3 corresponds to knowledge that makes factuality (and source) explicit. Moreover, because explicit factuality tends to make knowledge conscious and verbally accessible, our analysis actually suggests the merging of the original levels 2 and 3.

Whereas Karmiloff-Smith's research emphasises how implicit knowledge becomes increasingly explicit with development, dissociations between two competing knowledge bases have also been found – dissociations reminiscent of those in visual perception (e.g., Clements & Perner 1994; Diamond & Goldman-Rakic 1989; Goldin-Meadow 1993). Goldin-Meadow et al. review studies that show that the acquisition of concepts of quantity (Piaget & Inhelder 1974/ 41) can be more advanced in children's gestural com-
ments than in their verbal responses. One of the interpre-
tations of this finding was (Church & Goldin-Meadow 1986) that the multidimensional spatial medium of hand gesture makes it easier to express novel ideas than the unidimensional temporal medium of linguistic expression. However, one can think of the gestures as spontaneous (mostly unconscious) concomitants of the thinking process. In that case the earlier emergence of advanced knowledge might be the sign of thoughts about reality that have not yet been recognised as being about reality (implicit factuality). This interpretation fits a parallel finding in children's de-
volution of mind.
Clements and Perner (1994) reported that the un-
derstanding of false belief emerges in children's visual orient-
ing responses as early as 2 years and 11 months, a year ear-
lier than in their verbal responses to questions. Children are told enacted stories in which the protagonist does not see how his desired object is unexpectedly transferred from one location(A) to another (B). Children in the interesting pe-
period around 3 years of age answer the question about where the protagonist will go to get his object wrongly by pointing to the current location of the object. However, a majority of these children look (visual orienting responses) in anticipa-
tion of the protagonist at the empty location where the pro-
tagonist mistakenly thinks the object is.

Further research (Clements & Perner 1997) indicates a remarkable similarity to the observed dissociations be-
tween the two visual systems (see sect. 4.1). When in-
structed to move a welcoming mat for the mistaken story protagonist who was on his way to get his object, children who move the mat spontaneously tend to move it correctly to where they think the object is (A), whereas children who need prompting (thus with some delay) move it to where the object actually is (B). There seems to be a stage in chil-
dren's developing understanding of belief where two differ-
ent knowledge bases dissociate. One of them is a more ac-
curate and developmentally advanced knowledge base (by analogy with the dorsal visual path) that supports only non-
declarative action (looking and moving a mat) carried out without delay (spontaneous mat move), while a less accu-
rate and less developmentally advanced knowledge base (analogous to the ventral visual path) is used for declarative responses (verbal and pointing) and delayed action (prompted mat moving). We do not know, of course, whether the more advanced knowledge is conscious and the other unconscious, since one cannot ask 3-year-old children to report on such a distinction, but otherwise the similarities are remarkable.

Such a similarity between dissociations in processing vi-
sual information about the environment and understanding another person’s false belief suggests that the characteris-
tics of the two types of knowledge are not determined pri-
marily by the brain regions in which the information is processed (dorsal vs. ventral path) but by more general functional differences that apply to visual information processing as well as a theory of mind. Our analysis shows how these functional distinctions could arise from these aspects of knowledge that are represented explicitly. An interesting speculation about functional differences in the theory-of-
mind case is that the explicit understanding comes with (something of) a real theory, that is, a causal understanding of belief formation and how belief determines action. In contrast, the implicit understanding of where the protagon-
ist will go may be based on abstraction of situational reg-
ularities. Within our framework this assumption gives a quite coherent picture of the existing data and leads to new, testable predictions (Perner & Clements, in press).

One can learn that certain events tend to go together and form a typical sequence. Such filtering of statistical patterns of possible combinations does not need representation of individual events and inferences from individual events to all possible events. Rather, it is a process of pattern forma-
tion and recognition for which connectionist systems are good (e.g., to classify different feature patterns into letters; e.g., Bechtel & Abrahamsen 1991). The combinations of letters encountered in artificial grammar tasks have a simi-
lar effect and can be particularly well modelled by connec-
tionist networks (Dienes 1992). Although individual in-
stances shape the connections between units and hence the association between the properties these units represent, there is no representation of the individual instances. Connectionist work also shows that such pattern generalisation leads to pattern completion. If many elements of a typical pattern are present, the network tends to generate representations of the missing bits. This is important, because such pattern completion processes can produce expectations of what is to come on the basis of what has happened so far. For us, the important implication is that such associative expectation is possible without explicit predication. [See also Pessoa et al. “Finding Out About Filling-In” BBS 21(6) 1998.]

This makes it possible to anticipate correctly where the protagonist will go to get the desired object in our false belief stories without explicit predication to a particular occasion, namely, without representing that he will go there. According to our discussion, such a representation of the mere event form “protagonist going to location A” and hence, “protagonist at location A” as part of a pattern completion process can guide visual orienting responses and spontaneous actions because it can trigger an existing action schema waiting to be executed. It cannot be used for communication because it fails to be predicated of an individual event that can be reidentified across mental spaces explicitly marked as “facts,” “anticipation,” or “verbal description.” It cannot sustain uncertainty, as it does not support a self-reassuring check about where the protagonist will come down because without explicit predication there is no representation stating that he will go anywhere. This is the pattern of results we observed in the precociously correct responses: they were high only in spontaneous action and visual orienting responses.

In contrast, a theory of belief goes beyond mere generalisations of observed regularities and constitutes genuine causal understanding of the underlying processes (see Gopnik 1993 and Perner 1991 for indications of theory use). Causal understanding cannot be achieved by mere pattern matching and pattern completion but must use explicit predication because causal reasoning supports counterfactuals (Lewis 1986; Salmon 1984). Counterfactual support means one understands that if the conditions had been different, the result would have been different; such reasoning requires different mental spaces for contrasting the actual facts with their counterfactual oppositions. For these reasons, responses based on a causal theory of belief should also be accessible to communication (answers to questions) and be robust against doubt (hesitating action).

One can accordingly predict that implicit knowledge should be shown primarily in the situation described above, where the correct response can be based on situational, behavioural regularities, such as “people look for objects where they last put them, where they last saw them, where they told someone to put them,” and so on. In the traditional scenario all these regularities — if they apply — point to the same, correct answer “A.” In a variant scenario (Perner et al. 1987) the protagonist, who has put the object into B, tells a friend to move the object from B to A, but the friend forgets. Here, behavioural regularities give different predictions. “Last seen” or “where put” indicate location B while “told to put” indicates A correctly. Hence signs of implicit understanding should be reduced in this scenario. Indeed, Clements (1995, Ch. 5) reports that children show fewer orienting responses to location A than in the traditional scenario. In contrast, their verbal responses show little difference in the two scenarios, replicating the original result by Perner et al. (1987). This is to be expected if explicit responding is based on a causal understanding of belief formation.

Another prediction is that verbal explanations of why the protagonist believes the object is still in location A (in the original scenario) in contrast to observing behavioural regularities (seeing the protagonist look for the object in A) should affect implicit and explicit understanding differently. Causal explanations should primarily affect explicit understanding, whereas observing regularities should have a stronger effect on implicit understanding. The role of explicit understanding in this prediction has been tested. Clements et al. (1997) report that causal explanations affect verbal responses but the observation of regularities does not. The corresponding data on visual orienting responses or action responses are not yet available.

4.4. Artificial grammar learning

Our framework also elucidates the different ways in which knowledge can be implicit in the standard implicit learning paradigm. The paradigm explored most thoroughly in the implicit learning literature is artificial grammar learning (see Berry 1997 and Reber 1989 for overviews). In a typical study, participants first memorize grammatical strings of letters generated by a finite-state grammar. Then they are informed of the existence of the complex set of rules that constrains letter order (but not what they are), and are asked to classify grammatical and nongrammatical strings. In an initial study, Reber (1967) found that the more strings participants had attempted to memorize, the easier it was to memorize novel grammatical strings, indicating that they had learned to use the structure of the grammar. Participants could also classify novel strings significantly above chance (69%, where chance was 50%). This basic finding has now been replicated many times. So participants clearly acquire some knowledge of the grammar under these incidental learning conditions, but is this knowledge implicit? We will now analyse the case of artificial grammar learning theoretically and empirically in terms of the different aspects of being a fact or being knowledge that can be made explicit, or left implicit, according to our previous analyses. (See also Dienes & Perner 1996, who explore whether participants represent the property structure of a grammar implicitly or explicitly, an issue not dealt with in the following.)

4.4.1. Predication. When participants learn the structure of an artificial grammar by exposure to the exemplars, they may not explicitly represent the particular grammar to which the properties are predicated. Consider a person who uses the mental rule that “M can be followed by T.” This statement represents the fact that, according to the grammar one was trained on 10 minutes ago, M can be followed by a T. Yet, the fact that it is a particular grammar which has this property is not explicitly represented because there is nothing in the expression “M can be followed by T” whose function it is to covary with that fact. This fact can be made explicit by forming the mental expression: “g has the property that M can be followed by a T,” where g denotes a particular grammar (e.g., the grammar that I was just being trained on). The critical feature here is that different properties, such as “having just been trained on”
and "being a grammar in which M can be followed by T" can both be predicated of g. This extended expression makes the implicit predication of "M is followed by T" of a particular grammar explicit, because the whole expression does have the function of covarying with the fact that the identified particular grammar is characterized by the property in question.

Whether participants represent the individual grammars and the predication relationship explicitly can be revealed by the volitional control that participants have over the application of their knowledge. Consider a test of volitional control given to participants by Dienes et al. (1995). Participants were given 7 minutes to memorize exemplars generated by one grammar, and then another 7 minutes to memorize exemplars involving the same 6 letters generated by a second grammar. Participants were then informed that two grammars were involved and given a test in which a third of the items followed the first grammar (but not the second, e.g., xmxrtvtm), a third followed the second grammar (but not the first, e.g., xnrxvrm), and a third violated both grammars (e.g., xmtvvxrm). Participants were asked to choose items that followed only one of the grammars; half the participants were asked to endorse only the items consistent with the first grammar; the other half only the items consistent with the second grammar. Participants were perfectly able to distinguish the grammars at the usual performance level in such tasks and showed no tendency to endorse the grammar they were asked to ignore. How could this performance be achieved?

One way to succeed in such a test is to have direct volitional control over one's knowledge, in the sense that one can decide to use or not to use it because it has been explicitly labelled as the particular body of knowledge one wishes to use or not use. That is, we assume that for direct control it is necessary to represent the individual grammar explicitly. There are other ways of controlling which body of knowledge to use, however, that do not require such explicitness. For example, Whittlesea and Dorken (1993) argued that participants could distinguish different grammars by familiarity. One account of the Dienes et al. (1995) results along these lines is that the choice of grammar can be made by means of a compound property (in-context-A-M-can-follow-T). Context A could be, for example, a particular time at which a string was studied. If context A is reinstated by task demands or imagination, the knowledge of a particular grammar can be isolated (through association) without having to predicate these properties explicitly to any particular grammar.

Even though this scenario of indirect control over particular grammars without explicit representation of the grammar is often possible or even plausible, there may be situations in which one can plausibly decide that volitional control was actually mediated (at least in part) by explicitly representing the individual grammar. For example, if, with a sufficiently sensitive test, measures of familiarity (such as ratings, speed of stimulus identification) do not predict classification response, then these alternative scenarios (that do not represent the individual explicitly) are not supported. Buchner (1994) in fact found that grammaticality judgements were not related to speed of identification. If this type of observation is supported, it follows from the volitional control experiments that participants do represent the individual grammar (and the predication relationship) explicitly. Of course, as we noted earlier (sect. 2.1.3), the presence of knowledge in which the predication relationship is represented explicitly does not rule out the possibility that there is further knowledge on the same topic which is predication implicit.

4.4.2. Reflection on attitude. To clarify how explicitly participants can reflect on their knowledge, it is necessary to be clear about what piece of knowledge participants may be reflecting on (e.g., Shanks & St. John's 1994, information criterion). We distinguish two different domains of knowledge. The first we call grammar rules. These are the general rules of the grammar that the participant has induced, for example, "M can be followed by T." The second domain pertains to the ability to make grammaticality judgements. This arises when the grammar rules are being applied to a particular string and it pertains to the knowledge of whether one can judge the grammaticality of the given test string independently of knowing that one knows the rules one brings to bear for making this judgement.

Knowledge of artificial grammars and of natural language may differ. We seem to lack explicit knowledge of the grammar rules both of English (we cannot represent any sort of attitude towards most rules of English grammar, so such rules are at least attitude-implicit) and of the quickly acquired artificial grammars. In contrast, we are fully aware and have explicit knowledge of our ability to judge the grammaticality of English sentences. We lack this sort of explicit knowledge of our ability to judge the nonsense strings produced by an artificial grammar. (We may lack it in the early stages of learning a first or second language as well.)

Various relationships between the knowledge of rules and grammaticality judgements are possible. Reber (1989) showed that people do not use the rules to respond deterministically; that is, when restested with the same string, participants often respond with a different answer. Extending this argument, Dienes et al. (1997) argued the data best support the claim that participants match the probability of endorsing a string as grammatical to the extent to which the input string satisfies the learned grammatical constraints, and that this probability varies continuously between different strings. Learning increases the probability of saying "grammatical" to grammatical strings and decreases it for nongrammatical strings. As people begin to learn, the probabilities start to covary with success, with a higher probability of correctly identifying strings that actually are grammatical. This means that the probabilities actually imply the epistemic status of the grammaticality judgement, ranging from a pure guess to reliable knowledge. The probabilities capture this information because without this correlation the system would not be successful and the relevant learning mechanism would not have evolved. However, the mechanism responsible for producing these probabilities need not explicitly represent that there is knowledge (i.e., that the representations induced by training and testing have the properties given in sect. 2.1.2). For example, there is no need for the mechanism to represent that there is something that is taken as reflecting the accuracy of the judgements, nor that the accuracy of the judgements is well founded in the learning history, nor that the self is the possessor of the knowledge.

Although participants' response probabilities suggest only a structure-implicit representation of the accuracy of their judgements, we do not know whether they have a
more explicit representation of it. One way to test whether they can represent the epistemic status of their judgments explicitly is to ask them to state their confidence in each classification decision (e.g., on a scale ranging from “guess,” through degrees of being “somewhat confident,” to “know”). If the confidence rating increases with the probability of responding correctly to each item, with random responding given a confidence of “guess,” and deterministic responding given a confidence of “know,” then the propositional attitudes implied by the probabilities have been used by the participant to explicitly represent the epistemic status of the grammaticality judgments; if confidence ratings are not so related to response probabilities, then epistemic status has been represented only implicitly.

The above tests only whether participants represent their ability to make judgements as knowledge. It is possible, as in the natural language case, that they know when they have the knowledge for judging grammaticality and when they are guessing, but still their knowledge of grammar rules is not represented as knowledge. This could be tested if we knew the actual content of participants’ grammar rules. If the rules have been induced over time by some kind of optimal learning rule, then the epistemic status of the rules must be greater than just guesses. If participants, despite stating rules freely, or endorsing presented rules, nevertheless believe they are just guessing, then the rules have not been appropriately represented as knowledge. Also, if the rules had not been represented as knowledge, they may not be offered as descriptions of the grammar, because participants would not know that they knew anything. Of course, failure to state the rules in free report could also arise for other methodological reasons owing to the normal failings of free recall.

Establishing whether participants represent knowing their grammaticality judgements or grammar rules explicitly or implicitly is methodologically easier; the relevant research to date has focused on judgements. As noted above, one way to determine whether participants explicitly represent their ability to make judgements as knowledge would be to determine for each test item the probability with which it is given the correct response. If a plot of confidence against probability is a monotonically increasing line going through guess (0.5) to know (1.0), participants have fully used the implications of the source of their response probabilities to infer an explicit representation of their state of knowledge. If the line is horizontal, their knowledge is represented purely implicitly. If the line has some slope but participants perform above chance when they believe they are guessing, then some of the knowledge is implicit. One way to test whether participants represent knowing more explicitly is to ask them to state their confidence in each classification decision (e.g., on a scale ranging from “guess,” through degrees of being “somewhat confident,” to “know”). If the confidence rating increases with the probability of responding correctly to each item, with random responding given a confidence of “guess,” and deterministic responding given a confidence of “know,” then the propositional attitudes implied by the probabilities have been used by the participant to explicitly represent the epistemic status of the grammaticality judgments; if confidence ratings are not so related to response probabilities, then epistemic status has been represented only implicitly.

In artificial grammar learning experiments, participants typically make one or two responses to each test item so it is not possible to plot the confidence-probability graph just described, but it is not strictly necessary to do so. Consider the case where the participant makes just one response to each test item. We divide the items into those for which the participant makes a correct decision (“correct items”) and those for which the participant makes an incorrect decision (“incorrect items”). If accuracy is correlated with confidence, the correct items should be a selective sample of those given a higher average confidence rating than the incorrect items. Conversely, if participants do not assign greater confidence to correct than incorrect items, then that is evidence that the slope of the graph is zero; that is, they do not represent their state of knowledge of their ability to judge correctly. If participants give a greater confidence rating to correct than incorrect items, that is evidence of at least some explicitness. If in this case, participants perform above chance when they believe they are literally guessing, that is evidence of some implicitness in addition to the explicitness.

Note that the previous paragraph presumes (1) a certain theory of how participants apply their knowledge (probabilistically, rather than deterministically) and (2) that the knowledge is largely valid. Reber (1989) has consistently argued that people’s incidentally acquired knowledge of artificial grammars is almost entirely veridical. If people had applied partially valid rules deterministically, there would be no difference between confidence in correct and incorrect decisions, irrespective of whether the knowledge was attitude explicit. Thus, applying the procedure in different domains requires carefully considering how knowledge is applied in each.

Chan (1992) was the first to test whether participants explicitly represented knowing their grammaticality judgements. Chan initially asked one group of participants (the incidentally trained participants) to memorize a set of grammatical examples. In a subsequent test phase, participants gave a confidence rating for their accuracy after each classification decision. They were just as confident in their incorrect decisions as they were in their correct decisions, providing evidence that knowing was represented only implicitly. He asked another group of participants (the intentionally trained participants) to search for rules in the training phase. For these participants, confidence was strongly related to accuracy in the test phase, indicating that intentionally rather than incidentally trained participants represented their knowing more explicitly. Manza and Reber (1997), using stimuli different from Chan’s, found that confidence was reliably higher for correct than incorrect decisions for incidentally trained participants. On the other hand, Dienes et al. (1995) replicated the lack of correlation between confidence and accuracy, but only under some conditions: the correlation was low particularly when strings were longer than three letters and presented individually. Finally, Dienes and Altmann (1997) found that when participants transferred their knowledge to a different domain, their confidence was not related to their accuracy.

In summary, there are conditions under which participants represent knowing grammaticality implicitly on most judgements, but there is sometimes evidence of having an explicit attitude of knowing. Even in the latter case, there is usually evidence of implicit knowledge: Both Dienes et al. (1995) and Dienes and Altmann (1997) found that even when participants believed they were literally guessing, they were still classifying substantially above chance.

Dienes et al. (1995) provided evidence that this type of implicit knowledge was qualitatively different from knowledge about which the participants had some confidence. When they performed a secondary task (random number generation) during the test phase, the knowledge associated with “guess” responses was unimpaired, but the knowledge associated with confident responses was impaired (to a level below that of the knowledge associated with “guess” responses). That is, this criterion is not just another curious way of categorizing knowledge: it may separate knowledge in a way that corresponds to a real divide in nature.
4.4.3. Summary. In summary, when participants learn artificial grammars, there is evidence that for at least some of the acquired knowledge, participants represent the grammar of which the knowledge is predicated and can thus exert intentional control over which body of knowledge to apply. This intentional control indicates, by our analysis in section 3.4, that the participants have conscious knowledge of some content predicated of that grammar—in particular, the content they use to choose the grammar. There is no need to suppose, however, that participants were conscious of any further aspect of their knowledge (e.g., what the rules of their induced grammar were). If, based on task instructions, participants form the representation “I am thinking that I should apply the first grammar I studied,” they are conscious of their desire to apply the first grammar. If the knowledge pertaining to this grammar is represented predication-explicitly, the mental specification that that is the grammar they want to apply may be sufficient to ensure that it does apply, so the participant has volitional control because of the predication explicitness of the representations formed during learning. The representations of the knowledge about the grammar may not make explicit that the rules are facts, however, or that the knowledge is knowledge. In that case, participants may have volitional control but may regard their responses as guesses, an outcome found by Dienes et al. (1995). In several studies, there was evidence that participants did not explicitly represent knowing many of their grammaticality decisions, thus they were not conscious of this knowledge as knowledge. The reason for this is precisely that participants did not have conscious knowledge of their grammar rules and hence could not know that their grammaticality decisions were based on sound knowledge.

These comments illustrate how one can empirically tease apart whether or not the knowledge is predication implicit or attitude implicit. This allows future research to determine which aspects of knowledge are left implicit in the representations formed during different types of learning. Such research could address whether different types of implicitness correspond to qualitatively different learning systems. In addition, future research needs to address other implicit learning paradigms (see Dienes & Berry 1997 and Stadler & Frensch 1998 for detailed reviews of implicit learning generally.)

5. Conclusion

In this target article, the natural language meaning of the implicit-explicit distinction was applied to knowledge representations, with knowledge taken as an attitude held towards a proposition. A series of different ways in which knowledge could be implicit or explicit followed directly from the approach. The most important type of implicit knowledge consists of representations that merely reflect the properties of objects or events without predicking them of any particular entity. The clearest cases of explicit knowledge of a fact are representations of one’s own attitude of knowing that fact. We argued that knowledge capable of such fully explicit representation provides the necessary and perhaps sufficient conditions for conscious knowledge. This is consistent with Kihlstrom et al.’s (1992) suggestion that it is bringing knowledge representations “into contact with” the representation of the self that makes consciousness possible, because that connection defines the self as an experiencing agent in possession of the knowledge. Kihlstrom et al. suggested that this connection to the self is lacking in implicit perception; we agree, and add that the lack may be even deeper: the perceptual knowledge may lack not only representation of the self, but even predication to a particular event (e.g., what happened a few seconds ago).

Our analysis also corresponds in places to some recent analyses by Cleeremans (1997) and Dulany (1991; 1997). According to Cleeremans (1997), “knowledge is implicit when it can influence processing without possessing in and of itself the properties that would enable it to be an object of representation” (p. 199). Knowledge can be an “object of representation” if participants can metarepresent their representation of the knowledge as having various properties; for example, if they can metarepresent it as accurate (or inaccurate), as judged to be true (or false or undecided), or as properly caused (or not). Thus, Cleeremans’s criterion corresponds to one aspect of the distinction between attitude implicit and explicit; in particular, to whether the metarepresentation (0) (that “the representation of Fb is a fact is possessed by the system”21) given in section 2.1.2 is formed. If the content of a piece of knowledge, acquired by a reliable process, can be specified by the participant even as a guess, then it is not implicit according to Cleeremans’s criterion. As we argued in the section on artificial grammar learning, behaviour may indicate that a grammatical decision has been taken to be accurate (by consistent responding), but the participant may judge the decision to be a guess. Thus, the attitude of knowing implied by the participants’ behaviour has not been explicitly represented. The piece of knowledge “this string is grammatical” is unconscious as knowledge, but it is conscious as a guess because the participant can entertain higher-order thoughts about it (“I guessed that this string was grammatical”). A deeper form of implicitness occurs when one cannot even entertain a higher-order thought about the knowledge; this corresponds to Cleeremans’s definition of implicit and to complete attitude implicitness in our terminology.

Cleeremans argues that connectionist networks are particularly suitable for producing implicit knowledge, an analysis that agrees with our own (see Dienes & Perner 1996). In a connectionist network, the only information available for further transmission through the system is the activation of units (by assumption, for a real connectionist network, not a simulated one). Thus, knowledge embedded in weights is simply not available to be represented as accurate or inaccurate knowledge; hence it naturally satisfies Cleeremans’s definition of implicit. On the one hand, Cleeremans argues that in a symbol system representations appear to have at least the potential to be attitude explicit because the system that uses them could always decide whether or not it possesses them. Dulany (1997) makes a stronger claim. Like us, he describes consciousness as involving an agent (I) holding an attitude towards some content; but according to Dulany, propositional content is always conscious.

Our analysis makes a distinction between predication explicitness (which could be a symbolic representation “Fb”) and, among other things, explicit representation of attitude; only the latter representation would produce consciousness of the content Fb. It may be true as a matter of empirical fact that any predication explicit representation also allows attitude explicitness; then Dulany’s claim would be true.

Dienes & Perner: Implicit and explicit knowledge
This is a bold empirical hypothesis, but our analysis makes clear that there is no a priori reason for believing it to be true — why should a representation formed, for example, for some local need by a part of our perceptual system inevitably allow attitude explicit representations? In section 4.1 we indicated that the predication explicitness of some types of (factuality implicit) perceptual knowledge is an open testable question.

Both Dulany (1991; 1997) and Jacoby (e.g., Jacoby et al. 1992) argued that implicit processes change subjective experience (see also Perruchet & Gallego 1997). In our analysis, predication implicit knowledge (i.e., maximally implicit knowledge) can change behaviour and we take it for granted that such behavioural change is accompanied by conscious experiences. In a subliminal perception experiment, for example, the activation of the word form “red” may lead to a “red” response on a forced choice objective test. This behaviour would be accompanied by the thought “red pops into mind,” or something similar. But the perceptual event would not have been consciously experienced as a perceptual event: that would have required the representation “I am seeing the word red on the screen” (fully attitude explicit knowledge) to be produced directly by the act of seeing the word red on the screen. The predication implicit representation “red” might trigger inferential thoughts to the effect that “I must have seen the word red on the screen.” These higher-order thoughts enable the participant to be conscious of the possibility of having seen red, but those inferences do not constitute the conscious perception of red. So, like Jacoby, Dulany, and Perruchet, we do suppose that implicit knowledge is often accompanied by conscious experience; one must simply be clear about what it is that the person is conscious of. We do not claim, however, that all implicit knowledge leads to conscious experience. The perceptual system could consider various perceptual hypotheses (e.g., predication implicit features, concepts, or schemata) before settling on one (e.g., Marcel 1983b), predating it to an individual. The other hypotheses might never influence conscious experience at all (although they had the potential). Also, a representation may not itself lead to conscious experience, but it might cause other representations downstream of processing that produce conscious experience.

Similarly, an attitude implicit rule may lead one to feel good about a particular part of an English sentence or other grammatical string; this is a conscious experience, but not of the rule. A participant implicitly learning an artificial grammar might induce the rule “T can follow M,” without predating it of a grammar, representing it as a fact, or representing an appropriate attitude towards it. Nonetheless, the knowledge may make the bigram “MT” look familiar, inducing a conscious experience that “MT looks natural.” The participant might infer the further thought: “in this grammar, perhaps T can follow M.” If this happens, the participant, by observing his own behaviour, has induced a piece of explicit knowledge that coexists with prior implicit knowledge. Within the participant’s knowledge box is the unconscious representation “T can follow M,” not predicated of any particular grammar or represented as a fact. In addition, there is in the knowledge box the conscious representation “I see that MT looks natural.” Sometimes the unconscious and conscious representations will contradict each other, as in the experiment by Bridgeman (1991) reported in section 4.1.

Our analysis of the meaning of implicit is in itself neutral on the question of whether different systems are responsible for producing knowledge of different degrees of implicitness. However, different degrees of implicitness will be useful for different purposes, and our view of the evidence is that different systems often do realize different degrees of implicitness in their knowledge (e.g., see sect. 4.1). Dienes and Berry (1997) reviewed the field of implicit learning and concluded that there was a natural divide between learning that produced knowledge about which participants did or did not explicitly represent the attitude of knowing (as we indicated in sect. 4.4 on artificial grammar learning). Dienes and Berry recommended picking out attitude implicit knowledge by using confidence ratings, looking at whether participants performed above chance when they claimed they were just guessing. This “guessing criterion” was found to be useful in separating types of knowledge that were qualitatively different in other respects (e.g., guessing knowledge was found to be resistant to secondary tasks as compared to knowledge about which participants had confidence); but it is still a testable empirical question whether it is attitude implicitness/explicitness that distinguishes different learning systems. We suggest that implicit learning is a type of learning resulting in knowledge which is not labelled as knowledge by the act of learning itself. Implicit learning is associative learning of the sort carried out by first-order connectionist networks (Clark & Karmiloff-Smith 1993; Cleeremans 1997; Dienes & Perner 1996; Shanks 1995). Explicit learning is carried out by mechanisms that label the knowledge as knowledge by the very act of inducing it; a prototypical type of explicit learning is hypothesis testing. To test and confirm a hypothesis is to realize why it is knowledge. Participants in an implicit learning experiment are quite capable of analyzing their responses and experiences, drawing inferences about what knowledge they must have. These explicit learning mechanisms, when applied to implicit knowledge, can lead to the induction of explicit knowledge. As a result, the guessing criterion is an imperfect (but still informative) guide for picking out implicit knowledge; it is not the guessing criterion but the nature of the underlying representations that defines the knowledge as implicit.

In summary, we have presented a framework that makes clear the precise ways in which knowledge can be made implicit. It indicates why and how various notions such as consciousness, verbalizability, and volition are related to each other and to the notion of explicit knowledge. It also suggests testable predictions about cognitive development, vision, learning, and memory.
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NOTES
1. This requires that there be a system that can go into at least two states, one state for the fact and another either for the negation of the fact or for staying noncommittal about the fact.
2. There is no provision in this system for being in one state to indicate this knowledge and being in another state either to leave it open whether this is knowledge or to indicate that it is not knowledge.
3. As a point of interest, one should mention that what remain implicit in this case are unarticulated constituents of what is known (Perry 1986) in the sense that they do not find expression in the representational vehicle. As a result, the knowledge remains “situated” within the causal context of knowledge formation, and inferences drawn from this knowledge are valid only as long as this context is maintained (Barwise 1987, Fodor 1987a).

4. “Metarepresentational” here is used in the looser sense of modifying representational status (as used by Leslie 1987) and not in its usual strong meaning of representing the representational relationship (Pylyshyn 1978) as Perner (1991) has pointed out.

5. Representation of the truth of Fb does not replace the functional role of the knowledge box of mentally asserting Fb, a problem Frege grappled within his “Begriffsschrift” (see Currie 1982, Ch. 4). But it allows representation of false propositions within one’s knowledge box without their becoming asserted. That is, by representing “Fb is not a fact” in the functional role of knowledge, Fb is represented but not asserted. What is asserted is that Fb is not a fact.

6. Perner (1991) reviews evidence that these abilities – pretend play, understanding temporal change, and understanding representations – emerge at about the same age of 18 months.

7. We are grateful to Peter Carruthers for having pointed out in response to an earlier draft that without this addition “through a generally reliable process” our criterion (3) and with it our definition of knowledge becomes otiose. The practical point of criterion (3) is to distinguish reliable from unreliable sources, but even the most reliable source can in principle fail. If one requires that process to be so reliable that it necessarily follows that it produces true representations, then criterion (3) would imply criterion (1), but at the cost of a practically useless criterion (3).

8. This self-explicitness can be applied separately to the four different aspects of knowledge:

   (0b) I have R.
   (1s) I have R which accurately reflects the fact that Fb.
   (2s) I take (judge) R as accurately reflecting the fact that Fb.
   (3s) I have R which has been properly caused by its content through a generally reliable process, e.g., I saw the fact Fb.

   The following implications hold between these three types of self-explicitness for a rational agent who takes himself to be rational: (1s), (2s), and (3s) each imply (0s). (2s) implies (1s) because representing oneself as believing Fb implies that one represents Fb as true. In other words, one cannot represent oneself as believing something that one represents as false. Conversely, (1s) implies (2s) because if one represents R as true one should treat it as true.

   (3s) strongly suggests but does not strictly imply (1s) (and hence (2s)), since representing that the knowledge was properly caused implies that it ought to be accurate (i.e., that I should take it to be accurate).

9. Conditions (0), (i), (ii), and (iii) capture the everyday use of the word “know.” Cognitive scientists generally use a broader definition, namely, requiring only conditions (0), (ii), and (iii) to hold: simply being false is not sufficient reason to prevent a piece of knowledge from being knowledge (e.g., Newton’s Laws). Removing conditions (i) and (1) would not alter any of the conclusions that follow: note that (1s) given in Note 6 should still be included, as it follows from (2s), so our characterization of fully explicit knowledge stands as is.

10. For example Dretske (1995) speaks of being “conscious” or “aware” when we have information about something and represent it as such as shown by the appropriateness of our behaviour. In this usage what we have in mind needs to be expressed as being “consciously aware” to distinguish it from being “unconsciously aware” (which some might find a strange combination, because “aware” or “conscious” carries the connotation of being consciously aware).

11. Block (e.g., 1994; 1995) emphasises the subjective feel of conscious experiences (phenomenal consciousness) as central to the mystery of consciousness. Our concern and that of most cognitive sciences would be merely a case of “access consciousness” or “monitoring consciousness.” There are, however, some interesting arguments to the effect that second-order mental states are necessary and sufficient for subjective feel (e.g., Carruthers 1992, 1996).

12. This is exactly what a blindsighted person will say, when performing at random. The critical trick that Weiskrantz et al. (1974) used to get more convincing performance than Poppel et al. (1973) did was to instruct the patient to guess: “I’ll show you a light that you won’t be able to see. Even though you can’t see it, give it a guess and point to it” (Weiskrantz 1985, p. 187).

13. More technically expressed, the issue was whether one should represent the knowledge that every man is mortal as (1) a declarative axiom (“∀x Human(x) ⇒ Mortal(x)” and then apply the general inference procedure “[∀x (F(x) ⇒ G(x))] and F(b)] ⇒ G(b)” which means roughly: If in the database you find for Variables F, G, x, and b the expressions “∀x (F(x) ⇒ G(x))” and “F(b)” then add “G(b)” to the database, or (2) should one encode the relevant knowledge directly in a specialised procedure: “Human(b) ⇒ Mortal(b).” Our interest is in the difference between representing the regularity that being human implies being mortal either by means of the declarative implication sign “⇒” or by means of an inference procedure (production) symbolised as “⇒⇒.”

14. It might appear that learning systems, which are based on purely procedural knowledge, can make this evaluation on the grounds of negative feedback. The critical difference is that negative feedback in learning leads to a weakening of the response tendency for future inferences but it leaves the already made inference uncontested.

15. Another source of inferential limitations that makes for modularity is implicitness of property structure. If there is an inference from “male” to “shaves in the morning,” it cannot be used on bachelors unless their being male is represented explicitly. So if one domain does not use the same property structure as another, even though their concepts overlap the two domains are modular with respect to one another.

16. Although Jacoby’s method constitutes a clear methodological improvement, one must point out a remaining weakness. There is no guarantee that all participants will use the same criterion for excluding information. Consider: Is knowledge that makes predications explicit but leaves factuality implicit (e.g., “the word ‘butter’ being on the list”) sufficient for exclusion? Probably not; it needs to be represented as a fact. But is even that sufficient? Consider the possibility that the origin of this piece of knowledge is not explicitly represented and that consequently no justification for one’s judgement can be given; then people under justification pressure, unsure of their intellectual competence, might not consider it a reliable fact and not bring it under the exclusion criterion. In sum, although Jacoby’s procedure undoubtedly provides a methodological advance in dissociating implicit from explicit memory, it still suffers from the ambiguities inherent in indirect and direct tests as measures of implicit and explicit knowledge. We will briefly return to the issue of resolving such ambiguity in our discussion of intentional control of knowledge of artificial grammars.

17. To claim that visually guided action can be based on predication implicit representation may be too radical as Evans (1975) has shown how limited linguistic communication would be without predication. However, visual perception of and action in one’s immediate surroundings may be different because relations within one’s egocentric space are much more constrained than relations between linguistically communicating partners. In Campbell’s (1993) words, this is possible because the features can be used in a causally indexical way which linguistic communication cannot exploit to the same degree because people typically do not stand in exactly the same causal relation to what they communicate about.

18. There may be relevant evidence from subliminal perception for which unconscious perception of the meaning of single words is possible but the subliminal perception of the meaning of word combinations is difficult to demonstrate (Greenwald 1992;
Kihlstrom (1996) – perhaps because the interpretation of combinations requires explicit predication.

19. Dokic (1997) pointed out that the above formulation of the memory trace still leaves room for counterexamples. In order to ensure a true episodic memory the encoding has to be self-referential in Searle’s (1983) sense: “I know that (‘butter’ was on the list and this knowledge comes directly from my past experience of the list.” The parentheses are added to bring out more sharply the synthetic embedding that makes “this knowledge” self-referential.

20. For this reason one can speak of association but not of inference. Inferences go from state of affairs to state of affairs, that is, reasoning of the form “whenever X is the case then Y must be the case.” But that means X and Y are predicated of particular occasions. That associative processes but not inferences are possible implicitly and without consciousness is reminiscent of Sloman’s (1996) suggestion that implicit knowledge is tied to associative processes and explicit knowledge to rule governed inference processes.

21. We previously called this distinction “content implicit vs. explicit” (Dienes & Perner 1996).

Open Peer Commentary

Commentary submitted by the qualified professional readership of this journal will be considered for publication in a later issue as Continuing Commentary on this article. Integrative overviews and syntheses are especially encouraged.

The developmental progression from implicit to explicit knowledge: A computational approach

Martha Wagner Alibali and Kenneth R. Koedinger

Department of Psychology, Carnegie Mellon University, Pittsburgh, PA 15213
Human-Computer Interaction Institute. School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213. alibali@andrew.cmu.edu
www.psy.cmu.edu/psy/faculty/malibali.html koedinger@cmu.edu
act.psy.cmu.edu/ACT/people/koedinger.html

Abstract: Dienes & Perner (D&P) argue that nondeclarative knowledge can take multiple forms. We provide empirical support for this from two related lines of research about the development of mathematical reasoning. We then describe how different forms of procedural and declarative knowledge can be effectively modeled in Anderson’s ACT-R theory, contrasting this computational approach with D&P’s logical approach. The computational approach suggests that the commonly observed developmental progression from more implicit to more explicit knowledge can be viewed as a consequence of accumulating and strengthening mental representations.

Dienes & Perner (D&P) consider the procedural-declarative distinction in light of their theory of implicit and explicit knowledge, arguing that nondeclarative knowledge can take multiple forms. We provide empirical support for this view by describing two lines of research about the development of mathematical reasoning. Both lines of work demonstrate how knowledge becomes increasingly explicit with development (cf. Karmiloff-Smith 1992).

One line of research focuses on students’ ability to infer mathematical functions from tables of x, y pairs, for example \((2,5) (3,7) (4,9)\) (Haverty et al. 1999; Koedinger et al. 1997). Some students are able to generalize the pattern to both small and large values of x (e.g., 5 and 93), and to articulate the pattern in a general rule, either in verbal form (e.g., “to get y, double x and add 1”) or symbolic form (e.g., \(y = 2x + 1\)). Other students are unable to articulate the pattern, but are able to find y for both small and large values of x. Such students appear to have discovered the general rule, and can apply it across multiple instances of x, despite being unable to state the rule. It is important to note that individual patterns of skill suggest a developmental progression, such that students who are initially able to find y only for small values of x, later learn to find y for large values of x, and ultimately learn to articulate the pattern, first in words and then in symbols.

A second line of research focuses on 8- to 10-year-old children’s ability to solve and explain equations of the form \(3 + 4 = 5\) (Alibali 1999; Perry et al. 1988). Some children are able to articulate their procedures for solving such problems in both speech and gestures. Other children express at least some of their procedures for solving the problems only in gestures, and not in speech. However, the procedures these children express uniquely in gestures can be accessed in a rating task (Garber et al. 1998). Specifically, children give higher ratings to solutions derived from procedures they express in gestures than to procedures they do not express at all. Moreover, in the equation task, as in the function-finding task, more explicit knowledge appears to precede more explicit knowledge in development (Goldin-Meadow et al. 1993).

Thus, students are sometimes able to apply knowledge that they are unable to articulate, and sometimes able to express knowledge in gestures that they cannot express in speech. These examples underscore the notion, which D&P emphasize, that a simple dichotomy between implicit and explicit knowledge is inaccurate. However, it is not entirely clear how D&P’s theory applies to these tasks. In their terms, it seems likely that knowledge that can be applied but not articulated, or gestured but not spoken, would be characterized as factuality-implicit but predication-explicit. As they put it: “One can think of the gestures as . . . sign[s] of thoughts about reality that have not yet been recognised as being about reality (implicit factuality)” (sect. 4.3). The implications of D&P’s logic-based theory, however, are less clear for procedural knowledge of tasks like equation-solving and function-finding than for declarative knowledge like “this is a cat” (sect. 2.1.1). It is not clear, for example, what leverage we get by thinking about procedural knowledge (e.g., how to find a function or solve an equation) as a “fact.”

A computational theory, such as ACT-R (Anderson & Lebiere 1998), may shed additional light on the implicit-explicit knowledge distinction in procedural tasks. In ACT-R, implicit procedures are modeled by production rules, which set goals and perform actions. The knowledge contained in production rules is not directly accessible to other production rules; hence it cannot be used in other forms of reasoning. One consequence of this is that the knowledge contained in production rules cannot be verbalized.

For procedures to be verbalized, elements of them must be encoded in declarative memory, and those declarative elements, or “chunks,” must be accessible to other production rules that have the specific purpose of verbalizing thoughts (language productions). In ACT-R, declarative chunks have an associated activation level, and activation must be high for chunks to be accessible to language productions. Chunks that are weakly activated, like tentative hypotheses about what equation components or quantitative relations are relevant, may fail to fire complex language productions. They may be sufficient, however, to fire simpler, better-practiced productions for generating gestures.

This ACT-R interpretation provides insight into why the developmental progression from implicit to explicit knowledge is often observed in development (e.g., Clements & Perner 1994; Karmiloff-Smith 1986). In both the ACT-R theory and D&P’s theory, explicit knowledge representations can be viewed as elaborated versions of implicit knowledge representations. In ACT-R, learners’ knowledge becomes more explicit when they strengthen declarative chunks or when they acquire new language productions that allow them to express ideas they could not express before. Thus, explicit forms of knowing require not only the declarative chunks themselves, but also language productions to express that...
knowledge. In D&P's theory, learners' knowledge becomes more explicit when they add "I know that" (attitude) to "it is true that" (factuality) to "this" (individual) to "is a" (predication) to "cat" (property).

As a computational theory, ACT-R leads to clear behavioral predictions, which may be at odds with or, at least, are not easily interpretable within D&P's theory. For example, ACT-R predicts that someone can have explicit declarative knowledge (e.g., can state the Pythagorean theorem) but may lack the corresponding implicit procedural knowledge (e.g., cannot apply it in context). Computational theories like ACT-R or neural networks also allow for distinctions between implicit and explicit knowledge that do not involve the addition of new knowledge. In such theories, knowledge that was once inaccessible to other processes, such as verbalization, increases its probability of being accessed as its strength increases through use.

D&P have made it clear that careful analysis of knowledge, in its multiple forms, is critical to advancing our understanding of the brain and behavior. Such insights are not only interesting scientifically, but particularly important to the everyday world of educational decision making. To design effective instructional methods and assessment techniques, it is essential to understand implicit knowledge and its role in performance and development (Koedinger & MacLaren 1997; Koedinger et al. 1997).
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Alex Barber
Department of Philosophy, University of Sheffield, Sheffield S10 2TN, United Kingdom. a.barber@sheffield.ac.uk

Abstract: The scenario used by Dienes & Perner to show that individual representation can be implicit when property representation is explicit can be adapted to show that property representation can be implicit when individual representation is explicit. So there is no hierarchy of explicitness, contrary to their claim. There is a reading of the "implicit/explicit" distinction that does appear to exhibit an asymmetry parallel to that alleged to hold between individual and property. But this is not a distinction Dienes & Perner mention, nor is it one that could be easily incorporated into their framework.

A useful feature of Dienes & Perner's (D&P's) discussion is that their characterization of the implicit/explicit distinction makes room for the possibility of various permutations in how elements in any given episode of knowledge can be assigned to the different sides of the divide. D&P go on, however, to claim that only certain of the logically possible permutations are genuinely possible (Fig. 1). Specific aspects of this further claim are unconvincing.

By adapting Strawson's (1959) naming game, D&P allow the possibility of implicit individual-representation combined with explicit property-representation (sect. 2.1.1). Their reasoning seems to be that the player hypothesized as performing this game can afford not to represent the individual explicitly — that is, the player has no need of a capacity to go into a this-object/some-distinct-object state (n. 1 and 2) — because there is only one salient object for the property to be inhering in. But a variant game is available to establish a possibility that D&P rule out: explicit individual-representation combined with situated, implicit property-representation. The player is called on to verbally identify a highlighted personage (say, a figure under a spotlight). The word "JFK" conveys the information that JFK has the property of being highlighted.

The noun phrase (NP) in the complement clause expressive of the allegedly believed proposition ("the lion in front of him") is the same in each case, but clearly there is also some difference between the two attributions. In traditional terminology the first is a de dicto attribution, the second, a de re attribution. Following Quine (1956), we might rephrase the second by extracting the NP thus:

Noah believed, of the lion, that it was hungry.

The noun phrase (NP) in the complement clause expressive of the allegedly believed proposition ("the lion in front of him") is the same in each case, but clearly there is also some difference between the two attributions. In traditional terminology the first is a de dicto attribution, the second, a de re attribution. Following Quine (1956), we might rephrase the second by extracting the NP thus:

Noah believed, of the lion, that it was hungry.

so as to avoid any implication that Noah had, as it is often put, conceptualized the lion as a lion. No such implication would need to be avoided in the first attribution. This is no place to stake out a position on the status of the de re/de dicto distinction, so I limit myself to four brief points.

First, although it is usually discussed in relation to belief attribution, this contrast is equally manifest in knowledge attribution.

Second, the utility of NP extraction does not appear to carry over to the verb phrase (VP) ("was hungry"). There are no easily imaginable situations in which the following would effect a useful implication restriction:

Noah believed, of hungriness, that the lion in front of him was thus.

So there is an asymmetry that matches the asymmetry claimed by D&P between individual and property, and which serves, perhaps, as a tacit source of that claim.

Third, the de re/de dicto distinction is plausible as a potential landing-pad for the "implicit/explicit" label, particularly in light of the etymological connection with language (cf. Introduction and sect. 3.2). (On the other hand, one reason for thinking that cognitive psychologists may aspire to have no professional interest in de re attributions is this: The extent to which an attribution is de re...
Volitional control in the learning of artificial grammars
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Abstract: Dienes & Perner argue that volitional control in artificial grammar learning is best understood in terms of the distinction between implicit and explicit knowledge representations. We maintain that direct, explicit access to knowledge organised in a hierarchy of implicitness/expli-

citiveness is neither necessary nor sufficient to explain volitional control. People can invoke volitional control when their knowledge is implicit, as in the case of artificial grammar learning, and they can invoke volitional control when any part of their knowledge representation is explicit, as can be seen by examining “feeling of knowing” phenomena.

Dienes & Perner (D&P) argue that volitional control in artificial grammar learning (Dienes et al. 1995) is best understood in terms of the distinction between implicit and explicit knowledge representations. Assuming that direct control of one’s knowledge requires that knowledge of a grammar has been explicitly labelled as knowledge that can be used in a particular situation, then D&P’s argument hinges on the difference between two statements about a grammar. First, “M can be followed by T.” which does not include any specific information about a grammar; second, “g has the property that ‘M can be followed by T’” which denotes a specific grammar and makes explicit the predication of “M can be followed by T” to the grammar g. If participants have only implicit knowledge of the first type, they should not be able to invoke volitional control. This claim raises two issues. First, can the Dienes et al. (1995) study be explained without the distinction between implicit and explicit knowledge? Second, given D&P’s hierarchy of explicitness, is it possible to invoke volitional control when the subordinate level of the hierarchy is implicit and the super-ordinate is explicit?

D&P’s explanation of Dienes et al.’s (1995) experiments relies on the fact that the two grammars are discriminable. A simple simulation, run here specifically to test their interpretation, demonstrates that the two grammars are easily discriminated, provided that subjects can pick up the covariance in the letter bigrams that are used to construct the letter strings. In the simulation, which was run 10 times, 2 randomly sampled training sets were generated on the basis of Dienes et al.’s (1995) grammars. For both grammars the initial and final bigrams were the same. The training sets consisted of 20 strings between 5 and 9 letters in length. There were 2 test sets of 20 items, generated, 1 for each grammar, such that none of the training items were re-presented. A measure of item-grammar concordance for the test sets was calculated. For example, the test string VTVM is comprised of three bigrams, VT, TV, and VM. If VT appeared 9 times, TV appeared 6 times, and VM appeared 5 times in the training set for grammar 1, then the letter string VTVM received a cumulative frequency score of 20 for grammar 1. If VT appeared 3 times, and neither TV nor VM appeared in the training set for grammar two, then the test string VTVM received a cumulative frequency score of three for grammar two. For each run of the simulation an average cumulative frequency score was generated for all the items in the two test sets. The results of the simulation are shown in Figure 1.

The two training sets are not only discriminable, they are differentially discriminable. This second-order effect may be precisely the kind of information participants use to decide that a test item belongs to a specific, previously seen set of items. That the two grammars are differentially discriminable undermines D&P’s claim that the volitional control of grammar choice cannot be done by means of a compound property. They argue that if compound properties are used to distinguish between grammars, then speed of identification should predict classification, and it does not. Assuming that the degree of item-grammar concordance predicts the time taken to assess whether an item belongs to a particular grammar (as would be expected were this implemented in a neural network simulation) then, as Figure 1 shows, the time taken on average to identify an item as belonging to grammar one and to then assess whether it belongs to grammar two, and vice versa, would be approximately equal. This suggests that there is no reason why speed of identification should predict classification, provided that subjects assess the plausibility of an item as belonging to both grammars. We argue that the differential discriminability of the items can be used to identify an item as belonging to a grammar, decide which grammar it belongs to, and explain why speed of identification does not predict the success of the classification process. Accordingly, there is no need for the knowledge used to invoke volitional control in this task to be explicit.

The second issue is whether there is a need for a hierarchy of explicitness to explain volitional control. There is evidence to suggest that people can represent the knowledge that “X has the property Y” without knowing what Y is. More precisely, knowledge at

Figure 1 (Bibby & Underwood). The average cumulative frequency scores per simulation run for test items generated by both grammars (G1 and G2) and scored for both grammars.
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Unconscious motivation and phenomenal knowledge: Toward a comprehensive theory of implicit mental states
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Abstract: A comprehensive theory of implicit and explicit knowledge must explain phenomenal knowledge (e.g., knowledge regarding one’s affective and motivational states), as well as propositional (i.e., “fact”-based) knowledge. Findings from several research areas (i.e., the subliminal mere exposure effect, artificial grammar learning, implicit and self-attributed dependency needs) are used to illustrate the importance of both phenomenal and propositional knowledge for a unified theory of implicit and explicit mental states.

Research examining the contrasting dynamics of implicit and explicit mental processes can provide great insight into a variety of psychological issues. Dienes & Perner’s (D&P’s) analysis of implicit and explicit knowledge makes a valuable contribution to this effort, but their arguments apply primarily to those domains of human mental life that have traditionally been studied by cognitive scientists (e.g., perception, memory, learning language use). This commentary argues that a comprehensive theory of implicit and explicit knowledge must incorporate the motivational domain, as well.

Studies have demonstrated that human motives can be usefully divided into two broad categories (McClelland et al. 1989). Explicit motives (also called self-attributed motives) are accessible to conscious awareness, and can be accessed via direct verbal report. Implicit motives, on the other hand, affect behavior indirectly, are inaccessible (or only partially accessible) to conscious awareness, and are not acknowledged directly by the actor. As these definitions illustrate, there are some noteworthy parallels between the implicit-explicit motive distinction and the implicit-explicit distinction discussed by D&P in their analysis of perception, memory, learning, and language use.

To extend the implicit-explicit knowledge distinction to the motivational domain, it is necessary to expand D&P’s definition of knowledge, which emphasizes mental representations of “facts” (i.e., verifiable propositions) regarding oneself and external objects. A more complete and inclusive definition of knowledge must account for feeling states as well, along with the motivational representations derived from them. In other words, a comprehensive theory of implicit and explicit knowledge must include phenomenal knowledge (e.g., knowledge regarding one’s internal affective and motivational states), as well as propositional knowledge (i.e., “fact”-based knowledge).

A logical consequence of D&P’s conceptual framework is the hypothesis that implicit propositional knowledge may sometimes be expressed phenomenologically (see also Schacter 1987). This is certainly the case in studies of the subliminal mere exposure (SME) effect (Bornstein 1992). Numerous experiments have shown that visual stimuli presented under degraded conditions result in implicit memory traces for those stimuli: Participants cannot report having seen the stimuli before (propositional), but they nonetheless describe these stimuli as more pleasing or likeable than similar unfamiliar stimuli (phenomenal). Parallel findings have emerged in those studies of artificial grammar learning (AGL), which require participants to judge the likeability or pleasantness of novel grammatical and ungrammatical letter strings (Manza & Bornstein 1995).

In this context, it is important to note that just as certain experimental manipulations can dissociate implicit and explicit memory effects, experimental manipulations can help disentangle the effects of implicit and explicit motivational states. For example, manipulations that induce negative mood states temporarily alter participants’ implicit (but not explicit) dependency strivings (Bornstein 1998). In contrast, manipulations that modify participants’ beliefs regarding the acceptability of dependent (or autonomous) behavior affect explicit (but not implicit) dependency needs (Bornstein et al. 1994). There is some preliminary evidence that similar results are obtained in the achievement, intimacy, and power domains, as well (McClelland et al. 1989).

The study of implicit and explicit mental states has the potential to unify psychology, connecting ostensibly unrelated phenomena in diverse domains and topic areas (e.g., cognitive, developmental, social, personality). To develop the most heuristic conceptual framework possible, we must broaden that framework to include the entire range of implicit and explicit phenomena relevant to human mental life. Only then will a theory of implicit and explicit knowledge contribute to the unification of psychology rather than its continued fractionation.

Time and the implicit-explicit continuum

Jill Boucher
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Abstract: Dienes & Perner’s target article contains numerous but unsystematic references to the implicit or explicit knowledge of the temporal context of a known state of affairs such as may constitute the content of a propositional attitude. In this commentary, the forms of cognition that, according to D&P, require only implicit knowledge of time are contrasted with those for which explicit temporal knowledge is needed. It is suggested that the explicit representation of time may have been important in human evolution and that certain developmental disorders including autism may be (partly) caused by defective ability to represent time.

Dienes & Perner (D&P) mention time at numerous points in their target article, but they do not systematically describe the role of the representation of time in their analysis of knowledge explicitness. A search through their article suggests, however, that if their analysis of knowledge explicitness is correct (and I assume here that it is at least substantially correct), then the explicit representation of time is critical to a raft of higher cognitive functions. Specifically, D&P argue that:

1. Information concerning the time of occurrence of an event can only be left implicit for events occurring in the present, and representations of propositional content that do not mark time and factuality are only useful representing the here and now.
Representations that do not explicitly represent time allow only for the following forms of cognition:

1. Having fully explicit propositional content (sect. 2.1.1).
2. Having explicit knowledge of propositional attitude (knowing about knowing); (sect. 2.1.3 and 3.1), including entertaining propositional content (R) as true (accurate), judging R to be true and therefore holding a belief, and knowing the causal origin of R (sect. 2.1.2).
3. Having explicit knowledge of oneself as the holder of a propositional attitude (sect. 2.1.3 and 3.1).
4. Understanding change over time (sect. 2.1.1), keeping track of past states of affairs and comparing them with the present state of affairs (sect. 4.1); explicit memory and recollection (sect. 2.1.1); declarative knowledge (sect. 3.3); hypothetical reasoning (sect. 3.3); pretense and understanding representation (sect. 2.1.1 and Perner 1991); planning (sect. 3.3); causal understanding (sect. 4.1); consciousness (sect. 3.0 and 3.1).
5. Responding to direct questions in laboratory tests of memory/knowledge (sect. 2.1.1 and 3.2); knowing and remembering (sect. 4.1).
6. Central processing (sect. 3.3).
7. SAS (supervisory attentional system) control of action; voluntary action.
8. Verbally guided declarative responding (sect. 4.1).

D&P’s claims concerning the role of explicit time representation in higher cognitive functions are consistent with the hypothesis that developments in the representation of time played a critical role in human evolution (Boucher 1998a). The forms of cognition listed under (1), above, correspond in general to the cognitive abilities of animals, whereas the forms of cognition listed under (2) include most of the cognitive abilities generally considered to be unique to humans. One would want to add the claim that explicit time representation is critically involved in language (cf. Elman 1990), an ability D&P assume under (2) above, but do not discuss.

D&P’s claims are also consistent with the hypothesis (Boucher 1998b; in press a; in press b) that autism and developmental language disorders are wholly or partly caused by genetically determined deficits in the ability to process time. With regard to autism, the forms of cognition that can operate in the absence of the explicit representation of time correspond in general to the cognitive abilities that may be spared in autism, whereas the forms of cognition for which the explicit representation of time is necessary correspond to the cognitive impairments that characterize autism. D&P do not discuss language; their paper therefore has no direct implications for our understanding of child language disorders. I have argued, however, that child language disorders are caused by defective timing mechanisms related to but distinct from those that cause autism, and that this explains why autism and language disorders commonly occur together in individuals and within families (Boucher, in press b).

If what D&P say about time is correct and, as I suggest, consistent with my hypotheses concerning evolution and certain developmental disorders, then knowledge explicitness, human evolution, and these disorders are linked by a common dependence on species-specific time processing mechanisms. The nature of these mechanisms is unclear. However, recent research suggests that computations over the outputs of multiple oscillators, or so-called biological clocks, may have evolved to subserve time-dependent cognitive and linguistic abilities in humans, in addition to the perceptual and motor skills they primarily subserve in animals (Boucher 1998a; Brown & Vossden 1998; Gallistel 1990).

NOTE

1. D&P do not always distinguish clearly between time and factuality (constituents 4a and 4b of propositional content). Where they state that explicit factuality is necessary for x, without also stating that the explicit representation of time is necessary, I may have overinterpreted them as meaning that the explicit representation of both factuality and time are necessary for x.

Implicit and explicit representations of visual space

Bruce Bridgeman
Department of Psychology, University of California, Santa Cruz, CA 95064.
zzyx.ucsc.edu/psych/psych/faculty/bridgeman.html
bruceb@cats.ucsc.edu

Abstract: The visual system captures a unique contrast between implicit and explicit representation where the same event (location of a visible object) is coded in both ways in parallel. A method of differentiating the two representations is described using an illusion that affects only the explicit representation. Consistent with predictions, implicit information is available only from targets presently visible, but, surprisingly, a two-alternative decision does not disturb the implicit representation.

By differentiating several levels along an implicit-explicit dimension, Dienes & Perner (D&P) are able to integrate several previously unrelated or contradictory literatures into a consistent theoretical framework. Knowledge is represented at one or another level of explicitness, depending on its nature, the way in which it was acquired, and its function. A particularly illuminating domain for studying questions of the relation of implicit to explicit knowledge is the representation of the location of an object in visual space. Here, knowledge about the same parameter, spatial location, is coded in two distinct neurological systems that differ in their degree of explicitness. Most other cases, in contrast, concern either an explicit or an implicit representation in isolation. Thus the contrast between the properties of explicit and implicit knowledge is particularly clear here, where questions of the content of the representations are not confounded with their function.

For these reasons, D&P devote a significant amount of space to this example. Their review of experiments on induced motion is referenced to Bridgeman (1991) and Bridgeman et al. (1997), but concerns experiments conducted earlier (Bridgeman et al. 1981). In those experiments we compared an explicit, cognitive representation and an implicit, sensorimotor representation in contrasting experimental conditions. One condition injected a motion signal into an explicit representation of visual space by using a moving frame, which induced an opposite motion into an object) is coded in both ways in parallel. A method of differentiating the two representations is described using an illusion that affects only the explicit representation. Consistent with predictions, implicit information is available only from targets presently visible, but, surprisingly, a two-alternative decision does not disturb the implicit representation.

By differentiating several levels along an implicit-explicit dimension, Dienes & Perner (D&P) are able to integrate several previously unrelated or contradictory literatures into a consistent theoretical framework. Knowledge is represented at one or another level of explicitness, depending on its nature, the way in which it was acquired, and its function. A particularly illuminating domain for studying questions of the relation of implicit to explicit knowledge is the representation of the location of an object in visual space. Here, knowledge about the same parameter, spatial location, is coded in two distinct neurological systems that differ in their degree of explicitness. Most other cases, in contrast, concern either an explicit or an implicit representation in isolation. Thus the contrast between the properties of explicit and implicit knowledge is particularly clear here, where questions of the content of the representations are not confounded with their function.

For these reasons, D&P devote a significant amount of space to this example. Their review of experiments on induced motion is referenced to Bridgeman (1991) and Bridgeman et al. (1997), but concerns experiments conducted earlier (Bridgeman et al. 1981). In those experiments we compared an explicit, cognitive representation and an implicit, sensorimotor representation in contrasting experimental conditions. One condition injected a motion signal into an explicit representation of visual space by using a moving frame, which induced an opposite motion into an object) is coded in both ways in parallel. A method of differentiating the two representations is described using an illusion that affects only the explicit representation. Consistent with predictions, implicit information is available only from targets presently visible, but, surprisingly, a two-alternative decision does not disturb the implicit representation.
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Abstract: The notion of nonconceptual content in Dienes & Perner’s theory is examined. A subject may be in a state with nonconceptual content without having the concepts that would be used to describe the state. Nonconceptual content does not seem to be a clear-cut case of either implicit or explicit knowledge. It underlies a kind of practical knowledge, which is not reducible to procedural knowledge, but is accessible to the subject and under voluntary control.

In this commentary I would like to point to some cases in which the knowledge involved does not seem to fit into Dienes & Perner’s (D&P’s) schema. This is primarily the kind of knowledge that lies behind practical competence. In some cases, at least, it cuts across D&P’s categorisations.

D&P rely on the representational theory of mind (RTM, Fodor 1975) to describe knowledge representations, which means that explicit knowledge must be represented propositionally. RTM squares very well with their theory. But there seems to be knowledge that can neither be described in the framework of RTM nor does it fit into the schema of the implicit and the explicit. Whether RTM is correct or not is nevertheless more of a technical than a substantial question in the present context, and I will not discuss it further.

Let me instead turn to the notion of nonconceptual content, that is, content that is independent of concepts. A subject may be in a state with nonconceptual content without having the concepts that would be used to describe the state. It is evoked to explain behaviour that relies on representations, but cannot be captured by concepts.

Examples of nonconceptual content are the richness of perceptual experience that exceeds conceptual description, and infant and animal perception of the environment, the content of which diverges from conceptual descriptions of the environment. Nonconceptual content has correctness conditions, although it does not constitute propositional belief that can be assigned a truth-value. It presents things to the subject and can do so adequately or inadequately.

Nonconceptual representation of categories will be context-sensitive and influenced by the properties of the subject, the ongoing interaction between subject and environment, and other factors that emerge in the context. It does not involve general conceptual identification or metarepresentations of relations.

What is the place of nonconceptual content in D&P’s theory? It cannot constitute explicit, propositional knowledge. But if we turn to the related distinctions brought up in the article, nonconceptual content does not seem to be a clear-cut case of implicit knowledge either. It cannot fulfill the requirement on verbal expressibility, because by definition it is not verbal. But what about accessibility and being under voluntary control?

Let us consider some cases in which the knowledge that lies behind the behaviour seems to rely on nonconceptual content. Examples of nonconceptual content as used in guiding behaviour while one’s attention is attracted to something else (e.g., riding a bike) fit the description of procedural knowledge, which is governed by a rule that can only be active or inactive and is not open to scrutiny.

On the other hand, in the case of cycling, and perhaps even more in cases like playing tennis or golf or dancing, these activities can be deliberately improved. Different techniques can be tested, details can be changed, and the repertoire extended.

What is more, the standards that govern these activities are not only correctness conditions, that is, those that spell out whether representations match or fail to match their sources or targets, but also normative rules, or norms, which concern the quality of what is done. The same goes, for example, for craftsmanship.
The norms can be intersubjective, although it is impossible to formulate them explicitly. We can judge quantitatively measured properties according to explicit criteria. Other properties that influence our judgement of performances or products are experimental and not readily verbalisable, but they are nevertheless introspectively recognised. Examples of this can be found in judgements or classifications made in sports like gymnastics or figure skating, and also in judgements of style.

Craftsmanship as such does not depend primarily on the kind of conceptual, context-independent, and general knowledge representations D&P use in their theory. Instead, the activity is tuned to the context. It relies on a constant perceptual evaluation of the process (where perceptual is taken to involve all the senses) and not on verbal reflection. During this progressive evaluation, the subject incessantly makes decisions about what to do the next moment.

As an example, take a blacksmith or the architect working with clay models. The skill required to create new products constitutes a practical knowledge accessible to the subject and not reducible to procedural knowledge.

Moreover, not only people working with design or art make use of the external world in reasoning. Idiosyncratic representations tuned to what things are like or how they appear to the subject, rather than accurate conceptual descriptions, are prevalent. We pay attention to them, although we do not, and cannot, verbalise them. They often underlie decisions about the immediate future. But nonconceptual, contextual representations are not fit to enter into long-term planning or reasoning. They do not stretch into the distant future.

D&P's description of visually guided behaviour (e.g., the remarks about its being based on feature-placing instead of identification of objects) fits rather well with the activities governed by nonconceptual content described here, but a difference is that D&P seem to hold that visually guided behaviour is procedural and inaccessible. This is exactly what I would contest.

To sum up, I believe that the picture that D&P give of cognition is too crude. There are not only two opposing forms of knowledge, implicit and explicit, but also another kind that has properties from both sides, but also some properties of its own. The question is whether it can be incorporated into D&P's model.

Implicit representation, mental states, and mental processes

Richard A. Carlson
Department of Psychology, Penn State University; University Park, PA 16802-3106: cve@psu.edu gandalf.la.psu.edu/Rich/

Abstract: Dienes & Perner's target article constitutes a significant advance in thinking about implicit knowledge. However, it largely neglects processing details and thus the time scale of mental states realizing propositional attitudes. Considering real-time processing raises questions about the fine-grained processing details concerns how explicit knowledge of propositional attitudes as they are realized in actual mental processes. As presented -- and as typically discussed in the literature cited by D&P -- a propositional attitude is a timeless entity, mostly considered apart from moment-to-moment mental activity. A similar set of distinctions can be made in an analysis that considers self, attitude (or "mode," Carlson 1997), and content as aspects of momentary mental states, embedded in processing streams comprising series of such states (Carlson 1997). Such mental states might be identified with individual goal states or the execution of single productions in computational theories like ACT-R, requiring perhaps several hundred milliseconds (Anderson & Lebiere 1998). Alternatively, hypotheses about their time scale might be based on a survey of perceptual and attentional phenomena (Pöppel 1988), suggesting that individual mental states have durations of about 30 msecs to 3 sec. The point is that if the set of implicit/explicit distinctions suggested by D&P is applied to brief, occurring mental states, the explicit or implicit status of particular aspects of those states may also be brief. For example, a mental state whose explicit content includes "bachelor" is likely to be quickly followed by a state in which "unmarried" is no longer implicit but is part of an explicit content.

An important question that could be addressed by a focus on fine-grained processing details concerns how explicit knowledge is generated. Consider predicate-implicit knowledge, said to be sufficient to account for performance in subliminal perception tasks (sect. 2.1.1), or in implicit memory tasks (sect. 4.2). Theoretical parsimony suggests that the processes that generate explicit representations of (only) properties in these cases are also involved in generating fully explicit (or at least more explicit) knowledge in corresponding "explicit knowledge" situations. And presumably, further (later, in the case of perception) processes are also involved. But what might the nature of these explicitness processes be? D&P give us only a few hints, suggesting (a) that in the cases of development or relatively long-term learning, explicitness involves reflection, and (b) that in the case of perception some processes "downstream" (sect. 5) may produce more explicit representations.

One possibility is that reflection can be analyzed as an inferential process that takes as premises minimally explicit representations and relatively permanent (or permanently-available, for example, supported by always-active perceptual processes) explicit knowledge of one's own perceptual and cognitive processes. Or, currently instantiated goals together with minimally explicit representations might serve as premises for inferring more explicit representations (cf. Searle's 1983 analysis of the causal self-reference of intentional action; also see Carlson 1997). Of course, such accounts must be elaborated to explain why more explicit representations only sometimes result in situations that would seem to allow them. Alternatively, in some cases explicit representation (e.g., of attitude) might be supported by further processing that has the formal structure of hypothesis testing based on conditional reasoning -- for example, if a representation really resulted from perception, then perceptual resampling should produce a representation with matching content. When it fails to do so (which is the case in the subliminal perception situation), an observer cannot infer explicit knowledge of the attitude "perceive." In other cases, processes such as associative priming -- as in the "bachelor" example mentioned above -- may quickly make additional content explicit. Finally, one might suppose that the structure suggested by the analysis of propositional attitudes serves as a kind of schema, with slots that have different criteria (e.g., of activation) for instantiation. Note that in any of these cases, the time scale of mental events is crucial -- the explicit or implicit status of any aspect of knowledge may be attributed only to particularly, possibly brief mental states involved in controlling the performance to be explained. The broader attribution of implicit knowledge, as in
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Abstract: Dienes & Perner (D&P) link explicit knowledge of facts to predication. But predication is basically a linguistic notion. Their approach therefore makes it difficult to attribute knowledge of facts to non-language-users, such as animals. The explicit/implicit distinction, as D&P formulate it, is accordingly of little use for exploring the cognitive capacities of nonhuman primates – despite the increasing evidence for sophisticated social awareness among apes, implying mental representations of events in which participants are clearly distinguished. A revised formulation, less biased toward syntax as it happens to have evolved in humans, could avoid this drawback.

Dienes & Perner (D&P) hope that their distinction between explicit and implicit knowledge will be useful in a variety of research areas. One pertinent area is the comparative study of cognition in different species. For that purpose, we will need the criteria for explicit knowledge to be independent of language. An explicit/implicit distinction will be useless there if it restricts explicit knowledge to language-users by definition; it will be of only limited use if it is biased toward language-users in such a way that nonhumans, just by virtue of not being language-users, satisfy the criteria for explicit knowledge only with difficulty. D&P’s formulation is not guilty of the first defect, but seems guilty of the second. It may be possible to reformulate it, however, so as to reduce this prohuman bias.

In section 2.1.1, D&P characterize knowledge, both explicit and implicit, as a propositional attitude. The content of a propositional attitude, in turn, involves an individual, a property, and a predication associating the property with the individual. Now, “predicate” is primarily a grammatical notion: its traditional counterpart is “subject,” and a noun phrase and a verb phrase, fulfilling “subject” and “predicate” functions, respectively, are traditionally the essential components of a simple, nonelliptical, declarative sentence. So, because nonhumans do not use grammar, it may seem that D&P’s formulation entails that nonhumans are incapable of propositional attitudes and so, a fortiori, are incapable of knowledge, even of an implicit kind. And surely, one may think, such a conclusion shows that there must be something wrong with the arguments or definitions that led to it.

D&P’s view does not lead us quite to that conclusion, but close enough to warrant unease. According to their hierarchy of explicitness (sect. 2.1.1), the third element in the content of a propositional attitude, namely, predication, may be left implicit whereas the first element (the property) or the first and second (the property and the individual) are explicit, but not vice versa. Even if predication crucially introduces grammatical structure to which only humans have access, there is scope for animals to have explicit knowledge of properties and individuals, at least. This still leaves important kinds of explicit knowledge inaccessible to animals. According to D&P (sect. 3.3), declarative knowledge (e.g., of the fact that this is a cat) presupposes explicit knowledge not just of a property (e.g., catness) and an individual (e.g., this animal), but also of predication (e.g., “this animal is a cat” as the content of a propositional attitude) and of factuality (the correspondence between this proposition and a real state of affairs); yet explicit knowledge of factuality, being higher than predication on the explicitness hierarchy, is denied to any creature that is incapable of explicit predication. This should make us uneasy because of the ample evidence that nonhuman primates have mental representations of their world, and in particular, of their conspecifics’ behavior, in terms of predicate-argument structure – that is, they know who is who and who has done what to whom (Cheney & Seyfarth 1990; Dunbar 1996; Goodall 1986). Some nonhuman primates are apparently even capable of deliberate deception, which presupposes the ability to discriminate between facts and nonfacts (Byrne & Whiten 1988; Whiten & Byrne 1997). These discoveries are hard to reconcile with the weight that D&P place on predication.

In response, one might argue that other primates can indeed predicate explicitly, even without overt linguistic expression, in that their mental representations are expressed in a “language of thought.” This argument might work if one could be confident that a language of thought shared with other species must exhibit the kind of syntax found in spoken human languages, distinguishing two kinds of complex expression, “nouns phrases” and “sentences,” with “predicates” as essential components of sentences but not noun phrases, and with sentences as the only candidates for truth or falsity. But there are no grounds for such confidence. A semantic predicate and its arguments can be expressed syntactically in a noun phrase, such as (2), just as readily as in a sentence, such as (1):

(1) Caesar defeated Pompey.
(2) Caesar’s defeat of Pompey.

Why, then, does actual human syntax make available these two kinds of expression? A superficially attractive reason, namely, that only sentences can express facts, was cogently dismissed by Frege (1898): the truth expressed by (1) could just as well be expressed by (2), in a version of English where free-standing noun phrases are conventionally understood to refer to facts. Such a version of English even exists in the usage of those newspapers whose subeditors permit headlines such as Cancer research breakthrough, which are syntactically noun phrases rather than sentences. So the fact that the syntax of all or nearly all languages distinguishes between sentences and noun phrases is a genuine puzzle. A solution that invokes the distinction between “truth” and “reference” risks presupposing precisely the grammatical distinction that it purports to explain. A radically different solution (Carstairs-McCarthy 1998; 1999) appeals to factors specific to the evolution of humans, namely, bipedalism and the lowering of the larynx. I will not try to justify that proposal here, but merely point out what it implies for the distinction between implicit and explicit knowledge.

Dienes & Perner’s distinction between knowledge of an individual (step 2 in their hierarchy of explicitness) and knowledge of the truth of a proposition (step 4) is parochial, appropriate to
knowledge as expressed in human language but not to knowledge in general. So the topmost point in the explicitness hierarchy need no longer be regarded as inaccessible in principle to nonhumans. What nonhumans can actually achieve cognitively is of course an empirical issue. But in recognizing the pro-human bias in “prediction” at step 3 in the hierarchy, we can remove a possible source of pro-human bias in the study of comparative cognition.

Is factuality a matter of content?

Gregory Currie
Department of Philosophy, Flinders University, Adelaide, South Australia 5001; greg.currie@flinders.edu.au
coombs.anu.edu.au/DeptS/RSSS/Philosophy/PhilosophyHome.html

Abstract: Dienes & Perner argue that there is a hierarchy of forms of implicit knowledge. One level of their hierarchy involves factuality, where it may be merely implicit that the state of affairs is supposed to be a real one rather than something imagined or fictional. I argue that the factual or fictional status of a thought or utterance cannot be a matter of concept, implicit or explicit.

I can utter the sentence “Martians have landed” as part of an account I am giving you of what happened today, or as part of my performance in a sci-fi movie. In the first case I make an assertion; in the second case I engage in fiction-making. Exactly what that second thing amounts to is controversial, but it seems highly likely that the difference between assertion and fiction-making is in some way a difference of emphasis; the difference is not in what is said – inasmuch the same thing was said both times – but in the force with which it is said.

This is one way to make the factual/fictional distinction. Dienes & Perner (D&P) may agree, but they do want at least to add something to this account of the distinction. What they add plays an important role in their account of implicit knowledge and is, I believe, wrong. They claim that the factual/fictional distinction can be expressed as a difference of content. That might seem to be uniplicitly say that there really is a cat, even if it turns out that this utterance is fictional. But there is really no parallel here. Asserting that the King of France is bald misfires (as people used to say) when there is no King of France. But authors who decide that emphasis is needed and write the line “there is a cat, and that’s a fact about the real world” for one of their fictional characters have produced no error beyond a certain neglect of iliom. This shows that the factual/fictional distinction is deeper than the distinctions of force between ordinary speech acts, say, question and request. I can say “can you pass the salt?” and by way of clarification, “I mean that as a question and not as a request for the salt.” That makes clear that it was, exactly, a question and not a request. But if I say “there is a cat” and add “and that’s a fact about the real world,” no comparable clarification is achieved; the whole thing may just be part of my fictional performance.

But can I not clarify a fictional utterance of “there is a cat” by adding “and by the way don’t take me seriously, this is just a play I am acting in,” or something like that? I can, but my clarification will not serve to make content explicit that was implicit in the original utterance. If I say “there is a cat” as part of a fictional performance, anything implicit in my utterance must have the same fictional status as what was said explicitly; otherwise it would not count as the implicit content of that utterance. But the reader “don’t take me seriously, this is just a play I am acting in” has to be taken as an assertion if it is to do any clarifying. And it cannot be implicit in what I originally said, namely, “there is a cat,” because what I originally said was not asserted.

I am not, of course, saying that the factual/fictional distinction is ineffable. We can think and talk perfectly well about the distinction, both in factual mode and in fiction. What we cannot do is capture the factual or fictional status of an utterance within the content, implicit or explicit, of the utterance itself.

Explicit representations in hypothetical thinking

Jonathan St. B. T. Evans and David E. Over

Abstract: Dienes & Perner’s proposals are discussed in relation to the distinction between explicit and implicit systems of thinking. Evans and Over (1996) propose that explicit processing resources are required for hypothetical thinking, in which mental models of possible world states are constructed. Such thinking requires representations in which the individuals’ propositional attitudes including relevant beliefs and goals are made fully explicit.

Our interest in Dienes & Perner’s (D&P’s) target article relates to the idea that performance on higher level reasoning and decision-making tasks reflects the operation of distinct implicit and explicit systems of thinking (Evans & Over 1996; see also Reber 1993; Sloiman 1996; Stanovich 1999). Implicit thinking has been characterised as relatively fast, high in processing capacity, and connectionist-like, associated with pragmatic processes that serve to focus attention on relevant features of the problem and retrieve associated knowledge from memory. The influence of such processes is relatively impervious to experimental instructions and inaccessible to verbal report. Explicit thinking, on the other hand, is relatively slow and sequential, and severely limited in processing capacity, but it is responsive to instructions, observable in think-aloud protocols, and allows the operation of volitional strategies (see Evans, in press). There is evidence that performance on tasks requiring explicit thinking processes is correlated with measures of general intelligence, whereas the performance on those that can be solved pragmatically is not (Stanovich & West 1998). All
the above characteristics suggest that explicit thought processes pass through (verbal) working memory, whereas implicit ones do not.

Evans and Over (1996) argue that the explicit thinking system is unique to human beings and related to language and reflective consciousness, but without specifying how and why this relationship has come about. This is where D&P’s ideas are particularly helpful. They argue that explicit cognitive processes are simply those that require certain forms of explicit representation of knowledge. However, it is not just facts that need to be represented, but the individual’s attitude toward those facts, including relevant beliefs, desires, and goals. For example, in the section on voluntary control (sect. 3.4), they discuss supervisory attentional systems (SAS), which is an idea closely related to what we call “explicit thinking.” D&P argue that voluntary control provides a need to distinguish explicitly between content and attitude: “the SAS must be (or contain) a second-order mental state (one that represents desires).” This suggests the reason why the uniquely human possession of explicit thinking and reflective consciousness is permitted by the uniquely human possession of language. Essentially, explicit representations of this kind are constructed through language.

Evans and Over (1996) spend some time considering the function of explicit thinking. Why have we evolved this slow, sequential form of thinking when most of our needs can be satisfied by rapid and powerful implicit processing? Our analysis suggests that conscious resources (precious working memory space) are required for what we call “hypothetical thinking.” Hypothetical thinking requires representations of possible states of the world and is necessary for anticipating and preparing for novel states of affairs. Deductive reasoning is hypothetical when its premises are not actual beliefs, but rather assumptions or suppositions. We wish to give an account of this reasoning in terms of mental models, though we do not fully accept any current mental models theory (Evans & Over 1997; Johnson-Laird & Byrne 1991). The use of deduction and induction in forecasting requires hypothetical thinking because we must construct a representation of some possible future state of the world. Consequential decision making consists of forecasting a number of possible future world states and representing the possible actions available to respond to these states. Scientific thinking is itself hypothetical when entertaining hypotheses about the way the world might be and deducing their consequences for making predictions.

D&P’s analysis helps us understand why the explicit thinking system is required for such hypothetical thinking. Implicit decision making essentially involves responding to the immediate state of the world on the basis of previous experience, which we take to be learning embodied in neural networks. What all the kinds of hypothetical thinking discussed above have in common, however, is the need to represent what is possible, rather than what is actual. This distinction cannot be captured through explicit representations. Although reasoning researchers have generally focussed on the content of mental models – that is, what they represent – the process is clearly critically dependent on what D&P describe as the propositional attitude toward that content. When engaged in hypothetical thinking it is not sufficient for us to represent the content of what we know or believe. What is represented in hypothetical thought has to be kept distinct from what is known or believed with any confidence, because hypothetical thought is directed toward what is possible and not what is taken to be actual. Hypothetical thought uses suppositions or assumptions, and these must be represented as such, lest their content be confused with knowledge or firm belief about what is actually the case.

Consider trying to cope with changes in the world we have never experienced by supposing that global warming will continue. From this we may be able to infer that sea levels will rise and be prepared with appropriate action in response. The close connection between hypothetical reasoning and language can be seen in the fact that there is a linguistic form that can be used to sum up this reasoning: the conditional. That is, at the end of our hypothetical reasoning about global warming, we believe and may assert a conditional conclusion: that sea levels will rise if this warning continues. Conditional beliefs and assertions, whether made by ourselves or authorities and experts we respect, are obviously of great use to us in responding to new states of affairs that may arise. However, we are not satisfied with any current psychological account of the conditional (Over & Evans 1997), and finding a better account will be necessary before hypothetical reasoning and explicit thought can be fully understood.

In conclusion, we welcome the analysis of explicit knowledge provided by Dienes & Perner. Our only significant concern with the target article is the lack of reference to any work on the psychology of thinking. We hope that we have been able to show in this brief commentary that the concepts they advance bear directly on the role of explicit cognitive processes in tasks requiring hypothetical thinking.
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How does implicit and explicit knowledge fit in the consciousness of action?

Nicolas Georgieff and Yves Rossetti

Abstract: Dienes & Perner’s (D&P’s) target article proposes an analysis of explicit knowledge based on a progressive transformation of implicit into explicit products, applying this gradient to different aspects of knowledge that can be represented. The aim is to integrate a philosophical concept of knowledge with relevant psychophysical and neuropsychological data. D&P seem to fill an impressive portion of the gap between these two areas. We focus on two examples where a full synthesis of theoretical and empirical data seems difficult to establish and would require further refinement of the model: action representation and the closely related consciousness of action, which is in turn related to self-consciousness.

Our first point concerns the sensory side of consciousness. Dienes & Perner (D&P) propose that for a given knowledge access to explicit representation depends mainly on making the elements of this knowledge explicit. The question accordingly arises whether all implicit information can, at least in principle, become explicit, particularly in the content of the dorsal-ventral dissociation (Goodale & Milner 1992) frequently referred to by D&P. Action offers a way to express implicit knowledge without declarative processes; this contrasts with the views of Millikan (1984) and Dretske (1988) (cited at the beginning of sect. 3.3) without being a form of procedural knowledge (as suggested at the end of sect. 3.3).

D&P note (sect. 5) that “sometimes the unconscious and conscious representations will contradict each other.” What is the status of these instances of contradiction with respect to the accessibility of implicit knowledge to consciousness? D&P’s reply is based on work by Clements and Perner (Perner & Clements 1997; 1999), who report a similarity with the dissociation observed in the visual system, but with respect to the theory of mind rather than to knowledge about objects used for simple actions. If we stick to the level of simple actions, the basic difference between the two visual pathways is clearly not based on consciousness. Not only do several types of implicit processing take place in the ventral stream, but it is the nature of the signals elaborated within each of these visual networks that seems to be the most relevant. The two visual systems elaborate specific representations that can be distinguished by their anatomical substrates (dorsal vs. ventral), their aim (action vs. vision), their processing (local vs. global), and their level of complexity (several differences could also be found between implicit and explicit knowledge for mental processes outside the domain of action, thereby providing instances of “inaccessibility” of implicit knowledge (sect. 3.3). In this case D&P’s model would have to make room for knowledge that cannot be made explicit.

Our second concern is with the action side of consciousness. D&P analyse several neuropsychological dissociations between explicit and implicit processes. However, other pathologies show a more specific dissociation between representation of the self (metarepresentation) and consciousness. Cognitive changes observed in neuropsychology (such as productive symptoms in anosognosia) and psychiatry (such as the delusion of alien control in schizophrenia) are very informative here. Schizophrenia can be considered a specific pathology of agency offering a striking illustration of a dissociation between different aspects of consciousness of action, in which a self-produced action can be correctly perceived and described but at the same time, systematically misattributed. The so-called positive symptoms displayed by schizophrenic patients are essentially disorders of self-consciousness and action consciousness or agency. These symptoms include thought insertion, auditory-verbal hallucinations, delusions of reference, and delusions of alien control. These false beliefs lead to a feeling of depersonalization, impairing the distinction between the self and the external world (Schneider 1939). In auditory hall-
lucinations, the patient hears voices that are experienced as coming from an external entity (Chadwick & Birchwood 1994). With other positive symptoms, too (e.g., thought intrusion, delusions of alien control, paranoid delusions, and reference delusions patients may declare that they are being acted on by alien forces, as if their thoughts or actions were controlled by external agents (Frith 1992).

Positive schizophrenic symptoms offer a specific model of dissociation between different aspects of explicit representation or knowledge of self-generated actions. They suggest a dissociation between the explicit representation of the content (or consciousness) of action, and the explicit representation of agency (i.e., reflexive representation or metarepresentation). According to D&P, metarepresentation corresponds to explicit representation of the self as the holder of an attitude and it relies on an explicit representation of the attitude, that is, higher-order thoughts. We suggest that metarepresentation should also be considered as a form of consciousness of action. It is by generating metarepresentation that the self can become aware of its own actions. This is how one's mental productions (thoughts or representations; i.e., inner reality) are distinguished from the perception of external events (external reality) and how one's actions are distinguished from those of other people (i.e., how the self is distinguished from other selves). These properties relate to how an action is attributed to its proper origin, in other words, how a subject can make a conscious judgement about who is the agent of that action (an agency judgement).

D&P make a broader use of the “what” and “how” systems in vision. At a higher level, subjects may accurately attribute the origin of an action to themselves, yet ignore many aspects of their motor performance (Fournier & Jeannerod 1998). This suggests that there are dissociable levels in actions with regard to access to consciousness. The signals used for controlling motor execution would be different from those used for generating conscious judgements about an action. Questions accordingly arise about the possible cognitive systems underlying the explicit or metarepresentational levels of knowledge of action.

We suggest that in schizophrenic symptoms the dissociation between the explicit content of action and its metarepresentation does not correspond to the classical dissociation between implicit procedural and explicit declarative knowledge (such as in blindsight), and could not be considered as simply included in the classical distinction between the explicit declarative system (ventral path) and the implicit visuo-motor system (dorsal path). Recent work has shown that the dorsal-ventral dissociation can be tracked further rostrally, up to the prefrontal cortex. Dorsal and ventral inputs to this structure seem to be segregated (Rossetti 1998). In addition, according to Frith (1992; 1995), disconnection between prefrontal (action command) and posterior associative areas result in a failure to anticipate sensory reaffecters resulting from action, which may then be misattributed (Frith 1992; 1995). This suggests that more complex brain networks seem to be involved in consciousness of action than in conscious perception. These data deal directly with the agency problem.

Analysis of brain activity during several forms of action (active, passive, mentally simulated) has revealed a network common to all these conditions, to which the inferior parietal lobule (area 40), part of the supplementary motor area (SAM), and the ventral premotor area contribute (Jeannerod 1994; 1997). This cortical region is somewhat homologous with monkey ventral area 6 where one can record from “mirror neurons,” not only when the animal performs a specific goal-directed hand movement (e.g., a grasping movement), but also when the immobile monkey watches the same movement performed by a conspecific (Rizzolatti et al. 1996a). Rizzolatti has proposed that monkeys recognize a motor action by matching it with a similar action motorically coded in the same neuronal population. We have suggested that this system could be a framework for studying dysfunctions of the mechanisms for answering the question “Who?” (e.g., the schizophrenic alteration of agency; Georgieff & Jeannerod 1998). This mechanism could be for our relationships with other individuals the counterpart of the “What?” and “Where?” mechanism for our relations with objects. To summarize, the reflective representations allowing the self to adopt a holder attitude require a representation of others. The implications of such a social system need to be developed in Dienes & Perner’s model.

Does the hand reflect implicit knowledge? Yes and no

Susan Goldin-Meadow and Martha Wagner Alibali

Department of Psychology, University of Chicago, Chicago, IL 60637; Department of Psychology, Carnegie-Mellon University, Pittsburgh, PA 15213. sgmg@ccp.uchicago.edu alibali@andrew.cmu.edu

Abstract: Gesture does not have a fixed position in the Dienes & Perner framework. Its status depends on the way knowledge is expressed. Knowledge reflected in gesture can be fully implicit (neither factuality nor predication is explicit) if the goal is simply to move a pointing hand to a target. Knowledge reflected in gesture can be explicit (both factuality and predication are explicit) if the goal is to indicate an object. However, gesture is not restricted to these two extreme positions. When gestures are unconscious accommodations to speech and represent information that is distant from speech, the knowledge they convey is factuality-implicit but predication-explicit.

Dienes & Perner (D&P) make an excellent case that the distinction between implicit and explicit knowledge is many-layered. The challenge comes in finding the most useful way to characterize the layers. We focus here on the distinctions made within the “Content” box (Fig. 1), using them to identify the layer that best characterizes knowledge expressed in gesture. Spontaneous gestures at times convey information that differs from that conveyed in the speech they accompany (Church & Goldin-Meadow 1986; Goldin-Meadow 1997; Goldin-Meadow et al. 1993). In section 4.3, D&P suggest that when gesture conveys information different from the information conveyed in speech, it reflects “thoughts about reality that have not yet been recognized as being about reality”—in short, gesture is factuality-implicit.

D&P draw a parallel between gesture-speech discordance and the dissociation between the knowledge bases underlying children’s understanding of false belief. At a time when children display no understanding of false belief in their verbal responses they demonstrate a reliable understanding of false belief in their visual orienting responses (Clements & Perner 1994). Children look at the place where the protagonist thinks an object has been moved, even though they fail to say that this is the correct place. D&P argue that such visual orienting responses are factuality-implicit.

Two problems arise. First, this analysis puts gesture on a par with visual orienting responses. On intuitive grounds, this seems incorrect because gesture is symbolic, eye glances are not. Second, in Clements and Perner (1994), the pattern of gesture was not like visual orienting responses but like speech. When asked where the protagonist would look, children indicated the incorrect place with both words and gestures.

D&P’s framework can be used to resolve both problems. We begin by considering gesture in relation to visual orienting responses. We agree that both may be factuality-implicit (although we return to this question below). We suggest, however, that gesture differs from eye glances at the level of prediction—gesture may be predication-explicit, whereas eye glances are not. Information that is “useable by different parts of the system” (sect. 4.3) is predication-explicit. We offer two examples to show that spontaneous gestures can meet this criterion.

First, when asked to describe a word problem that they have read, adults sometimes convey different information in gestures and speech. In such cases, adults subsequently solve the
problem using a strategy compatible with their spoken description 32% of the time. But 43% of the time, they solve the problem using a strategy compatible with their gestured description (Alibali et al. 1998). In these instances, the information expressed uniquely in gesture “previews” the subsequent problem solution. Thus, gesture represents information that can be referenced by different parts of the system.

Second, children often express strategies for solving mathematical equations in gesture that they do not express in speech (Alibali & Goldin-Meadow 1993; Perry et al. 1988). When later asked to rate the correctness of solutions generated by different problem-solving strategies, children rate solutions generated by strategies that they conveyed uniquely in gesture higher than solutions generated by strategies they did not express at all (Garber et al. 1998). Thus, the information children convey uniquely in gesture is not tied to the hands but can be accessed by other systems – gesture is consequently predication-explicit.

We are currently attempting to ask the crucial question – is information conveyed uniquely through eye glances also accessible to other systems? Is it predication-explicit? Using an eye-tracker, we are able to determine the pattern of eye glances children produce when asked to solve equations. If children convey patterns through visual orienting behaviors that are not found in either their speech or gesture, we can then ask whether the patterns unique to eye-glances predict their subsequent ratings as well as patterns that are unique to gesture (cf. Garber et al. 1998). We suspect that they will not – that visual orienting behaviors will not be predication-explicit, and thus will be distinct from spontaneous gesture.

We now return to factuality. We agree with D&P that spontaneous gesture is factuality-implicit – that is, speakers do not recognize their gestured comments as being about reality. One way to test this claim is to encourage speakers to be aware of their gestures. When gestures are truly spontaneous, they sometimes tap knowledge that cannot be expressed in words. If speakers are able to recognize their gestured comments as being about reality, the knowledge they convey is factuality-implicit but not predication-explicit, and thus will be distinct from spontaneous gesture.

To summarize, gesture does not have a fixed position within D&P’s framework. Instead, its position depends on the nature of the knowledge it expresses. If the goal is to make a pointing hand to a target (a visually guided movement); it is explicit, and the knowledge reflected in gesture is fully implicit. In contrast, if the goal is to indicate an object (a declarative act); both factuality and predication are explicit, and the knowledge reflected in gesture is therefore explicit. However, gesture is not restricted to these two extreme layers of the D&P Framework. When gestures are unconscious accompaniments to speech and represent information that is distinct from speech, the knowledge they convey is factuality-implicit but predication-explicit.

In some contexts, spontaneous gestures access a knowledge base that is distinct from the knowledge base that informs speech. Gesture may be abstracted from perception or action (e.g., Alibali et al. 1998) but is not itself perception or action. Hence, gesture extends beyond knowledge that is embedded in action. However, gesture is not recognized as being about reality, and is therefore not fully explicit. We argue that gesture reflects an important waystation in the progression from implicit to explicit knowledge – one that offers unique insight into implicit thought.

**NOTES**

1. We thank John Cacioppo for suggesting this study.

2. It is important to point out that visually-guided behaviors and visual orienting behaviors do not always occur in the same way (although they appear to do so in false belief tasks, cf. Clements & Perner 1996). A salient example is the young infant’s knowledge of objects, which appears more sophisticated when measured via visual orienting responses (Baillargeon 1987; Spelke et al. 1992) than when measured via visually-guided reaching (Piaget 1954). Bertenthal (1996) suggests that this discrepancy can be resolved by acknowledging two distinct knowledge bases – one that serves the perceptual control and guidance of actions, and one that serves the perception and recognition of objects and events. As far as we can tell, the D&P framework does not capture this distinction – both knowledge bases are fully implicit. It might be worth incorporating into the framework a dimension that could distinguish the two.

**Implicit knowledge in engineering judgment and scientific reasoning**

Michael E. Gorman
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**Abstract:** Diener & Perner’s theoretical framework should be applicable to two related areas: technological innovation and the psychology of scientific reasoning. For the former, this commentary focuses on the example of nuclear weapon design, and on the decision to launch the space shuttle Challenger. For the latter, this commentary focuses on Kayman and Ha’s positive test heuristic and the invention of the telephone.

Diener & Perner (D&P) outline four areas of application of their ideas to research. In this brief commentary, I want to add a fifth: the psychology of science (Feist & Gorman 1998) and technology (Gorman 1998). Consider an example. Mackenzie and Spiniardi (1995) argue that a great deal of implicit knowledge is involved in the development and maintenance of nuclear weapons and that much of this knowledge may be lost when the current generation of weapons designers retire. Similarly, Gusterson has written about the “group of senior scientists who have experienced many nuclear tests and who therefore “really understand” how the weapons work. Other scientists speak of these men as irreplacable, because so much of their knowledge is tacit knowledge that is not, and probably cannot be, written down” (Gusterson 1996, p. 106).

D&P remind us of the degrees and types of explicitness a statement like, “this is a nuclear weapon” might have. Scientists might know that this is an effective weapon now, and might know how they knew it – by what test, or facts, or evidence, or experience; this level of explicitness corresponds to all the levels in Figure 1 of the target article. Or scientists might know that this is not an effective weapon anymore, even if it was one in the past, and be unable to articulate precisely why they feel that way. In this case, the content box in D&P’s Figure 1 would be explicit, but not the attitude box, because attitude includes justification. Or does attitude just incorporate that “feeling of knowing”?

Consider a different example. Roger Boisjoly had seen the damage to the O rings on the space shuttle from previous flights, and was sure that they would blow at the low temperature projected for the Challenger launch. But the data he presented were ambiguous (Vaughan 1996). Boisjoly’s judgment was hard to make explicit – when pressed, all he could say was that the decision to launch was a “step away from goodness.” Boisjoly appeared to be at level 1 in Table 1 – he knew that the shuttle was not safe at this particular temperature, but could not articulate all the reasons behind his judgment.

Like many experts, Boisjoly and the weapon designers have to make judgments under uncertainty. Boisjoly did not know that the Challenger would blow up if launched; he merely felt that this kind of a disaster was significantly more likely at a lower launch.
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temperature (Vaughan 1996). The D&P model does not seem to accommodate this kind of uncertainty.

Boisjoly’s implicit knowledge and that of the weapons designers could be considered procedural, in the sense that both are concerned with applications. Should the shuttle be launched at a low temperature? Should a nuclear warhead be subjected to further tests? D&P seem to distance themselves from Singley and Anderson’s (1989) view that procedural knowledge is encoded declaratively; theirs is closer to a position like Bechtel and Abrahamsen’s (1991). Boisjoly’s intuitions about the O rings that caused the Challenger’s failure were based, in part, on the look and feel of these rings after previous launches (Vaughan 1996), and hence could not have been previously encoded as a set of formal, declarative rules.

**Confirmation and disconfirmation.** D&P’s framework might be applicable to resolving an issue in the literature on confirmation and disconfirmation in scientific reasoning. Klayman and Ha (1987) argue that much of this literature confounds confirmation with what they call a positive test heuristic. Consider an example. Alexander Graham Bell had a hypothesis that what he called an undulating current was the only possible way of transmitting speech. He contrasted it with an intermittent current, which he said could not transmit speech. Following Klayman and Ha, a positive test would involve Bell’s building an apparatus that created the undulating current. If his hypothesis was right, then the device should transmit speech. If it did not, then this positive test would result in a disconfirmation.

But Bell knew that he was not a skilled electrician. Therefore, even when he designed a positive test and obtained a negative result, he did not see it as a falsification of his hypothesis; instead, he kept on trying to achieve the positive results. Faraday did this in his early experiments on magnetic induction – he knew the magnet he was using was not very powerful, so he was happy to get an occasional positive result (Tweney 1985).

D&P might argue that in an explicitly confirmatory test, the intention to confirm, the expectation of obtaining a positive or negative result, and the experimenter’s confidence in the reliability of apparatus and methods would be explicit. If any of these elements were implicit, one could not be sure the test was explicitly confirmatory. Bell kept detailed notebook entries concerning his experiments, but he did not discuss his intentions at this level of detail. I have therefore argued that Bell followed an implicit confirmation heuristic (Gorman 1995).

If Bell were alive today, we could “protocol” him to find out whether he had explicit intentions that he did not write down (Ericsson & Simon 1984). Would Dienes & Perner agree that using a combination of notebooks and protocol analysis is a reliable way of determining the extent to which heuristics and judgments are implicit? These authors should consider how their framework might be extended to group problem-solving situations (Dunbar 1995; 1997), where implicit, shared mental models play an important role (Levine & Moreland, in press).

**The functional role of representations cannot explain basic implicit memory phenomena**

Yonatan Goshen-Gottstein
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**Abstract:** The propositional account of explicit and implicit knowledge interprets cognitive differences between direct and indirect test performance as emerging from the elements in different hierarchical levels of the propositional representation that have been made explicit. The hierarchical nature of explicitness is challenged, however, on the basis of neuropsychological dissociations between direct and indirect tests of memory, as well as the stochastic independence that has been observed between these two types of tests. Furthermore, format specificity on indirect test of memory challenges the basic notion of a propositional theory of implicit and explicit knowledge.

Dienes & Perner (D&P) present a propositional theory for understanding the distinction between implicit and explicit knowledge so as to provide a common ground for the use of this distinction in different fields of investigation. One of the most interesting arguments the authors make is that there are hierarchical constraints on explicitness (see sect. 2.1.1; Table 1; Fig. 1), so that if certain elements are represented explicitly (e.g., a particular individual), elements that are lower in the hierarchy must also be represented explicitly (e.g., property). If elements that are lower in the hierarchy are explicitly represented, however, then higher elements may or may not be explicitly represented.

This general argument allows D&P to interpret cognitive differences between direct and indirect test performance as emerging from elements, in different hierarchical levels of the propositional representation, that have been made explicit. For example, in section 2.1.1, D&P suggest that subliminal presentation of target materials results in explicit representation of the property of a stimulus (low level), but not of the fact that there is a particular stimulus event that is of that kind (higher level). That subjects cannot verbally report the occurrence of the subliminal stimulus is explained by the need, on direct tests, for a (high-level) explicit representation that there is a particular stimulus event. The sensitivity of indirect tests to the subliminal stimulus is explained by the influence of the property of the representation (low-level fact) that was made explicit. Comparable arguments are made regarding memory (sects. 3.2; 4.2), with successful performance on indirect tests of memory only requiring representation of low-level elements (e.g., property), but direct tests requiring that high-level elements (e.g., factuality) also be explicitly represented (sect. 3.2).

Unfortunately, a propositional account of implicit and explicit knowledge is insufficient to explain implicit memory performance because of the pattern of neuropsychological dissociations, experimental dissociations, and stochastic independence that is observed between direct and indirect tests of memory. Because of the empirical findings that will now be described, the unique quality performance on direct and indirect tests of memory has to be determined, and the different underlying memory systems that mediate performance on the two types of tests must be uncovered (e.g., Schacter & Tulving 1994). The key empirical findings that the propositional theory should have trouble interpreting are now described. First, it is unclear how the neuropsychological double dissociation between the memory systems underlying direct and indirect tests could be explained by the theory. Gabrieli et al. (1995) contrast performance by two types of patients. Amnesic patients, with damage to medial temporal lobe structures, do not display memory on direct tests, yet show normal performance on indirect tests of memory. According to D&P’s theory, these patients are unable to make explicit high-level elements of representations (such as factuality). This idea can somehow be fathomed. The reverse pattern, however, seems to falsify the theory. A patient with a lesion to the right occipital lobe was found to exhibit unimpaired performance on a direct test. Thus, high-level elements of representations (e.g., fac-
tuality and temporal context) were explicit in this patient. From the hierarchical nature of the theory, if high-level elements are explicit, low-level elements must be explicit too, and the patient should be unimpaired on indirect tests. Hence, the impaired performance of this patient on indirect tests presents a real puzzle for the theory.

Equally troubling are the predictions that the theory would make with regard to the ability of successful performance on a direct test to predict performance on an indirect test. If the two tests were administered successively, then successful memory of an item on the direct test would suggest that the high-level elements of the representation for that item were made explicit. Because indirect tests can benefit from elements that have either been made explicit or not, the probability that the item will be produced on the indirect test, conditional on its having been remembered on the direct test, is higher than had it not been remembered on the direct test. This prediction has been disconfirmed. Tulving et al. (1982; Hayman & Tulving 1989) found stochastic independence between word recognition (direct test) and a subsequent word-fragment completion test (indirect test).

Finally, according to D&P, what determines bona fide performance on an indirect test is implicit representation of the elements of a fact (or elements of the attitude or self) that constitute part of the proposition. Presumably, the propositional nature of the representation should be insensitive to format of presentation. Yet format of presentation seems to be a critical factor in predicting implicit memory performance. For example, on tests such as perceptual identification (e.g., Jacoby & Dallas 1981) or word-fragment completion (e.g., Tulving et al. 1982), where subjects are required to identify a visually degraded display, indirect memory performance is diminished, or completely eliminated, if the similarity of retrieval cues (e.g., word fragments) to studied items is reduced by crossing the modality of presentation between study and test (e.g., Jacoby & Dallas 1981; for a comprehensive review, see Roediger & McDermott 1993). Moreover, even when study and test presentations are within the same modality, presenting different study and test materials such as words and pictures (e.g., Weldon 1991) or words in different languages (e.g., Kirsner & Dunn 1989) has been shown to reduce performance on indirect tests. It is unclear how a propositional theory can account for these findings.

**Implicit and explicit knowledge: One representational medium or many?**

James A. Hampton
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**Abstract:** In Dienes & Perner’s analysis, implicitly represented knowledge differs from explicitly represented knowledge only in the attribution of properties to specific events and to self-awareness of the knower. This commentary questions whether implicit knowledge should be thought of as being represented in the same conceptual vocabulary; rather, it may involve a quite different form of representation. Implicit knowledge is characteristic of most human cognition (and, as far as one can tell, of all animal cognition). If a proper account could be given of levels of implicit representation, it would therefore have tremendous explanatory power and would open up a way to understanding numerous problems in cognitive science.

A proper distinction between explicit and implicit knowledge is important in the study of conceptual knowledge. When interrogated about the contents of their conceptual knowledge, it is well known that people generate variable and idiosyncratic responses (Rosch & Mervis 1975). For example, in one unpublished study, I examined the relation between the relative importance that people attach to criterial properties of a concept and their judgements of the relative typicality of instances of the same concept. Subjects performed two tasks. The first was to rank order a set of properties in terms of how relevant they were to the definition of a category. The second was to rank order a set of category instances in terms of their typicality. The data were analyzed to measure the similarity between individuals on either task. If people have explicit knowledge of the reasons why they consider some instances more typical than others, and if there is any individual variability amongst the population (as could reasonably be expected), then the similarity of a pair of individuals on one task should be related to their similarity on the other task.

When the two sets of similarities were compared, however, the pattern of similarity between individuals in terms of the centrality of attributes showed no correspondence at all with the pattern of similarity between individuals in terms of instance typicality. It appears then that much of our conceptual knowledge is implicit.

If conceptual understanding is implicit, then the critical question will be how the representational language of explicit knowledge is grounded in implicit knowledge. The challenge is to provide a semantics for knowledge representation with the flexibility of the different levels of explicit/implicit awareness. Is the conceptual representational language the same at different levels of the system, and is it only the predication of properties to objects or events and to the self as knower that differentiates the levels? Is it would appear to be ‘fuzzy’ as D&P’s view. Or should the representation of knowledge using a vocabulary based on natural language be restricted to explicit levels of representation?

Fodor (1998) has argued strongly against the grounding of explicit concept terms (such as bird or bachelor) in a more implicit set of semantic features or roles. To Fodor, the meaning of the word “bird” is just BIRD – a conceptual atom that is grounded through its symbolic relation to the class of birds in the real world. We may learn that certain propositions hold of birds in general (e.g., that birds are creatures), but this set of propositions – whether necessarily true or not – is not constitutive of the meaning of the concept.

In section 2.2., D&P suggest that an atomic, nondecomposable representation may be thought of as having an implicitly represented property structure. For example, whereas “bachelor” can be decomposed into its component features, on any particular occasion it may be used in an explicit representation without being decomposed. A person may be able to claim, “I knew that I was looking for a bachelor, but I had neglected the fact that the person would have to be unmarried.” Yet there is clearly a major difference between this type of atomism and the type advocated by Fodor. Fodor’s arguments for conceptual atomism suggest that there is no implicit property structure encoded at some deeper or more hidden level – there is just an informational semantic connection to the class of bachelors, and the possibility of learned generalisations that one could make about the class.

The problem becomes more apparent if one asks that information one would wish to include in the implicit conceptual structure of a representation, and how this information might be constrained or determined. D&P suggest that implicit conceptual structure involves “necessary supporting facts.” The closest they come to giving a detailed account of these is when they state, “Using ‘bachelor,’ oneself commits oneself quite strongly to ‘male’ and ‘unmarried’ lest one show oneself ignorant of the meaning of the word bachelor in the language spoken” (sect. 1).

But in using the term, one is also committed to an indefinite number of other propositions such as “not a vegetable” or “composed of cells containing DNA,” while in addition one is committed (to a greater or lesser extent) to all the more prototypical aspects of being a bachelor, such as living alone, wariness of marriage, or fondness for solitude. There is no simple logical way of selecting those aspects of a concept’s meaning that should be considered as forming the implicit conceptual structure, from, on the one hand, the indefinitely large number of necessary inferences that follow from the concept, and, on the other hand, the many probabilistically related attributes that characterise so much of our conceptual knowledge.
A clear account of the implicit/explicit distinction with respect to conceptual content is needed in cognitive science. In making connections across disparate fields of cognition, Dienes & Perner have drawn attention to the possibility of offering a unifying account of the distinction, which would have far-reaching consequences. It remains to be seen, however, whether it makes sense to think of the implicit representation of knowledge making use of the same language-like representational medium as is found in explicit conceptualisation.

Making implicit explicit: The role of learning
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Abstract: Three forms of implicit knowledge are presented (functional, structural, and procedural). These forms differ in the way they are made explicit and hence in how they are represented by the individual. We suggest that the framework presented by Dienes & Perner does not account for these differences.

Dienes & Perner (D&P) present a framework for conceptualizing the nature of mental representations that attempts to capture the various natural language uses of implicit and explicit knowledge. Although D&P find several points of agreement between the different uses of implicit, we suggest that they do not adequately capture the nature of “fully implicit” knowledge; hence essential, qualitative differences inherent in the different uses of implicit are lost in the D&P framework. There are at least three forms of implicit knowledge: structural, functional, and procedural. The differences between them become apparent when one considers what is needed to make them explicit.

One form of implicit knowledge derives from “property-structure” implicitness (sect. 2.2) in which an explicitly represented property (e.g., “bachelor”) is a compound of two or more basic properties (e.g., “unmarried” and “male”). Property-structure implicit knowledge is semantically related to explicit knowledge: One cannot use the word “bachelor” correctly without knowing that it means “unmarried” and “male.” For knowledge that is structurally implicit to become implicit, an individual need only consciously reflect on the implications of the explicit knowledge. The explicit property (e.g., “bachelor”) acts as a heuristic for recalling the implicit properties and so on individual can easily provide the longer version of the heuristic (i.e., “unmarried and male”). A heuristic represents implicit knowledge in a way that makes it the most available to conscious or explicit representation.

Contextual function is another source of implicit knowledge. As an example of this, D&P point out that certain propositions (e.g., “the present king of France is bald.”) presuppose other propositions (e.g., “there is a present king of France”). The presupposition is therefore implicit in the first proposition. Presuppositions are given as the “prime case” of contextual function implicitness (sect. 1, para. 6). A similar source of implicit knowledge, not addressed by D&P is entailment. Two or more propositions, when related according to a set of semantic rules, can entail certain other propositions. These entailed propositions are implicitly contained in the original propositions and the semantic rules. For example, in Plato’s Meno (1986), through the process of questioning a slave boy about geometry, Socrates succeeds in eliciting the Pythagorean theorem. This is a sense of “implicit” that is not easily accounted for in D&P’s framework. The logical propositions and the rules by which they are related to create the theorem are explicitly known to the slave boy; it is the way in which they are explicated that is new. This is a unique instance of implicitness. In the case of “bachelor,” the implicit constituents are made explicit through the efforts of the individual. In the case of entailments, they are not, although they are recognized as being logical explications. Once explicated, entailments are immediately grasped by the individual, although their previous existence was not explicitly represented.

A final example of implicit knowledge is procedural knowledge. Certain information (e.g., a rule, theory, or concept) is contained implicitly in any procedure. For example, children who are able to balance odd-shaped blocks on a beam have a naïve theory of torque implicit in their balancing procedure (Karmiloff-Smith 1992). For this implicit information to become explicit, however, simply telling an individual the implicit information is not enough. Specific concepts may have to be learned so that children will reflect on their procedure and explicate their theory. In a series of studies, Piaget (1976) investigated children’s explicit representations of their actions and found that there is a lag between their ability to perform actions and their ability to describe how they perform these actions. For example, children demonstrated great skill in performing tasks that require centrifugal force (e.g., hitting a target with a slingshot); however, the children’s representations of how they achieved the task and the actual means by which they achieved the result were discrepant. This is a case where implicit knowledge (the procedure) and explicit representations conflict. How do children become aware of this implicit knowledge? Piaget suggests that this is through the process of “reflective abstraction,” which entails developing new conceptual structures that allow the emergence of this reflexivity. Furthermore, the development of these new conceptual structures may depend on extrinsic factors. Homer and Olson (1999), for example, have found evidence that literacy is responsible for children becoming aware of certain linguistic properties of their speech.

In the examples above, we have presented three different forms of implicit knowledge. One of the essential ways in which these forms differ is in how the implicit knowledge can be made explicit. For structurally implicit knowledge, an individual need only engage in conscious reflection to explicate the implicit knowledge. For functionally implicit knowledge, an individual must be told the implicit knowledge (e.g., presupposition or entailment); however, once told, the implicit knowledge is immediately grasped (i.e., explicitly known) by the individual. For procedurally implicit knowledge, individuals must learn new concepts that can be used to reflect on their procedure. The key point is that these different forms of implicit knowledge become explicit in very different ways. This suggests that they are represented by the individual in qualitatively different ways. We suggest that any framework attempting to capture the nature of knowledge representations must account for these differences.
Fishing with the wrong nets: How the implicit slips through the Representational Theory of Mind
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Abstract: Dienes & Perner’s target article is not a satisfactory theory of implicit knowledge because in endorsing the representational theory of knowledge, the authors also inadvertently accept that only explicit knowledge can be causally efficacious, and hence that implicit knowledge is an inert category. This conflation between causal efficacy, knowledge, and explicitness is made clear through the authors’ strategy, which consists of attributing any observable effect to the existence of representations that are as minimally explicit as needed to account for behavior. In contrast, we believe that causally efficacious and fully implicit knowledge exists, and is best embodied in frameworks that depart radically from classical assumptions.

The goal pursued by Dienes & Perner (D&P) in this target article is an ambitious one, as they aim to build a theory of implicit and explicit knowledge that would enable cognitive scientists to distinguish among the diversity of senses in which one can consider knowledge to be “implicitly” held by a cognitive system. This kind of conceptual effort is commendable in and of itself, given that common-sense and technical terms are often blended in maturing disciplines such as cognitive science. D&P’s proposal is therefore to be welcomed, even if, as we will show through our commentary, their effort tends to be conceptually misguided. To put it simply, we believe that D&P have dropped a conceptual net that is ill-suited for bringing back the intended fish.

Consider D&P’s strategy—their ‘conceptual net.’ This consists of analyzing knowledge as a “propositional attitude according to the representational theory of mind” (sect. 1), a theory that assumes a representation “constitutes knowledge if it is in . . . a knowledge box or . . . data base” (sect. 2.1). D&P propose a functional distinction between explicit and implicit knowledge, according to which the content of any knowledge (i.e., the content of the representations in the knowledge box) is explicit if it is a direct consequence, or supporting fact, of what is explicitly represented in the box. The notion that one can account for the way in which our representational systems are organized by assuming that representations are formed and put in databases of different kinds is simply inadequate to capture the dynamics of cognition. What is the alternative? We would eliminate the “knowledge box” as a requirement for the definition of knowledge and instead assume that representations can simultaneously constitute knowledge and be causally efficacious without ever being tokened in any way. For example, observing that “butter” has been perceived in a subliminal perception experiment because it exerts detectable effects on performance does not imply that the property of “butter” has been somehow unconsciously represented in the subject’s knowledge box (as D&P strangely suggest in sect. 5) or, worse, that it has been represented in some unconscious zombie-like twin of the knowledge box. It simply means that the relevant neural pathways were activated sufficiently to bias further processing in the relevant direction when the stem completion or lexical decision task is actually performed.

Consider D&P’s conceptual approach, given that the only external way to ascertain the function of some knowledge is to ascertain its cognitive and behavioral effects. In relying on this criterion the authors have no choice but to consider all the knowledge that produces observable effects as explicit knowledge at the specific level that is minimally needed to account for the observed effects. This logic is widely illustrated throughout the target article, and goes roughly like this: If you observe an effect that appears to depend on the presence of some knowledge, label this knowledge as explicit at that particular level, and let any other knowledge that appears to have no bearing on the observed behavior be implicit. If the efficacious knowledge includes properties of the stimulus, then call it “property” explicit; if it includes, for example, the holder of that knowledge, then call it “self” explicit.

Clearly, the problem with this strategy is that labeling as implicit only the knowledge that has no bearing on a specific situation, makes it somewhat odd even to consider it as “knowledge,” no matter how tightly related to explicit knowledge this implicit knowledge might appear to be from an external point of view. Thus, to paraphrase a sentence that D&P apply to the criterion of accessibility (sect. 3.3), we might say that if implicit knowledge were not causally efficacious, then it would not qualify as knowledge and, in any case, there would be no evidence that there was any implicit knowledge at all. Implicit knowledge, then, in this framework, is the name for a nonentity—a fish that has slipped through D&P’s conceptual net.

How did the fish slip through the net? We surmise that the problem lies in D&P’s adoption of the “representational theory of mind.” According to this framework, representations constitute knowledge if they appear in a “knowledge box.” It is important to note that whether or not a particular representation enters the knowledge box is determined by whether “the representation is used as a reflection of the state of the world and not, as it would be, for example, if it were in a goal box, as a typically nonexistent but desirable state of the world” (sect. 2.1). Now, the only way for an outside observer to ascertain whether or not a particular representation that an agent has is in its knowledge box (i.e., “is used as a reflection of the state of the world”) is to examine whether it influences the agent’s performance on some task. But this reasoning is exactly identical to that entailed by the criterion used by D&P to ascertain whether knowledge was explicit at any given level. In other words, we seem to be caught in a maze of twisty little conceptual corridors that all point to the same conclusions: In D&P’s framework, (1) a representation can only constitute the agent’s knowledge if it is in the agent’s knowledge box, (2) a representation can only influence performance if it is in the agent’s knowledge box, and (3) any representation that is in the knowledge box is necessarily explicit in at least the specific way needed to account for observable behavior. It should be clear that this conceptual net has shark-sized holes in it.

Where do the holes come from? The problem, we surmise, is with the knowledge box. The notion that one can account for the way in which our representational systems are organized by assuming that representations are formed and put in databases of different kinds is simply inadequate to capture the dynamics of cognition. What is the alternative? We would eliminate the “knowledge box” as a requirement for the definition of knowledge and instead assume that representations can simultaneously constitute knowledge and be causally efficacious without ever being tokened in any way. For example, observing that “butter” has been perceived in a subliminal perception experiment because it exerts detectable effects on performance does not imply that the property of “butter” has been somehow unconsciously represented in the subject’s knowledge box (as D&P strangely suggest in sect. 5) or, worse, that it has been represented in some unconscious zombie-like twin of the knowledge box. It simply means that the relevant neural pathways were activated sufficiently to bias further processing in the relevant direction when the stem completion or lexical decision task is actually performed. The knowledge embedded in such pathways is knowledge that is simultaneously causally efficacious and fully implicit. It does not produce any kind of conscious or unconscious “attitude” and hence cannot be accounted for by a representational theory of mind. Clearly, such knowledge is better captured through dynamical approaches such as the connectionist framework (see Cleeremans 1997; Cleeremans & Jiménez, submitted; see also van Gelder: “The Dynamical Hypothesis in Cognitive Science” BBS 21(5) 1998; Mathis & Mozer 1996; O’Brien & Opie, 1999) – a perspective with which D&P otherwise agree. A particularly important and difficult issue in this context is to chart the divide between processes and representations, but this is a matter for further debate.
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Memorial states of awareness versus volitional control: The role of task differences
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Abstract: Dienes & Perner’s analysis provides a clear theoretical justification for using a demonstration of volitional control as a criterion for conscious awareness. However, in memory tasks, the converse does not hold: A phenomenological awareness of a memory episode can arises involuntarily, even when the task does not require retrieval of the episode. The varying amounts of volitional retrieval required by different memory tasks need to be recognized.

Dienes & Perner (D&P) do much to integrate the distinction between implicit and explicit knowledge across different research domains. My commentary will focus on an issue that has been much debated in the domain of implicit memory, namely, the distinction between retrieval volition and memorial states of awareness. In section 4.2, D&P provide an analysis of the consequences of different elements being represented implicitly following a study episode. In my view, their analysis is somewhat mistaken, because the various consequences are all described in the context of a recognition test that requires retrieval to be intentional (i.e., retrieval volition is necessarily voluntary). As a result, the first two cases in which retrieval volition is involuntary are not captured well by the scenarios described.

I suggest instead that the first two cases in Table 2 are better illustrated with alternative examples. Let me focus on the distinction between the second and third scenarios, both involving recognition based on a feeling of familiarity. In everyday experience, an example involving involuntary volition (Scenario 2) would be a chance meeting with an old school friend that results in a feeling of familiarity that arises spontaneously; in contrast, an example involving direct volition (Scenario 3) would be when one is asked to identify the perpetrator in a lineup of suspects. The difference between the two lies in the fact that in the former, the memorial awareness arises spontaneously, even though it is not required by the task, whereas in the latter, it is demanded by the task.

In memory research, the status of a feeling of familiarity in an implicit memory test is hotly debated. Researchers working with normal subjects would be familiar with the case of having administered an ostensibly implicit test of memory (e.g., asking subjects to report the first word that comes to mind that starts with “but-”) when one of the studied words was “butter”), and being told by subjects at a post-experimental debriefing that they were aware that the word they produced was in the study list.

Currently, two contrasting interpretations of this scenario can be identified. On the one hand, there are those who argue that to the extent that the memorial state of awareness (a feeling of familiarity) arose spontaneously, the scenario should be described as a case of involuntary conscious memory (e.g., Richardon-Klaven et al. 1984; Schacter et al. 1989). Such researchers have also argued that to the extent that retrieval was involuntary, the priming effect observed in such a case should still be considered as representative of implicit memory.

In contrast, Jacoby and his colleagues (Jacoby 1991; Jacoby et al. 1993) have defined memory in terms of a dichotomy: One form of memory is aware and involves intentional control; the other form is unaware and automatic. Because this framework equates memorial states of awareness with retrieval volition, it defines involuntary conscious memory out of existence. Within the latter framework, then, the implicit stem-completion task in the above scenario is described as being “contaminated” by explicit memory.

D&P’s interpretation of the relationship between volitional control and memorial states of awareness (sect. 3.4) generally aligns itself with Jacoby’s framework. Their analysis within the representational theory of knowledge indicates that control of actions requires explicit representation of the content (of action), factual
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Abstract: We present a theoretical account of implicit and explicit learning in terms of ACT-R, an integrated architecture of human cognition as a computational supplement to Dienes & Perner’s conceptual analysis of knowledge. Explicit learning is explained in ACT-R by the acquisition of new symbolic knowledge, whereas implicit learning amounts to statistically adjusting subsymbolic quantities associated with that knowledge. We discuss the common foundation of a set of models that are able to explain data gathered in several signature paradigms of implicit learning.

In their target article, Dienes & Perner (D&P) present a conceptual analysis of knowledge with the goal of systematically integrating the diverse uses of implicit-explicit distinction in several research areas. The authors (1) provide a precise definition of the terminology, (2) link it to related distinctions, and (3) derive new empirically testable predictions from their theoretical framework.

D&P explore the implicit-explicit distinction in terms of the degree of explicitness of predicates. This symbolic knowledge representation account is linked in section 4.3 (Development) to a
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Abstract: Dienes & Perner’s analysis provides a clear theoretical justification for using a demonstration of volitional control as a criterion for conscious awareness. However, in memory tasks, the converse does not hold: A phenomenological awareness of a memory episode can arise involuntarily, even when the task does not require retrieval of the episode. The varying amounts of volitional retrieval required by different memory tasks need to be recognized.

Dienes & Perner (D&P) do much to integrate the distinction between implicit and explicit knowledge across different research domains. My commentary will focus on an issue that has been much debated in the domain of implicit memory, namely, the distinction between retrieval volition and memorial states of awareness. In section 4.2, D&P provide an analysis of the consequences of different elements being represented implicitly following a study episode. In my view, their analysis is somewhat mistaken, because the various consequences are all described in the context of a recognition test that requires retrieval to be intentional (i.e., retrieval volition is necessarily voluntary). As a result, the first two cases in which retrieval volition is involuntary are not captured well by the scenarios described.

I suggest instead that the first two cases in Table 2 are better illustrated with alternative examples. Let me focus on the distinction between the second and third scenarios, both involving recognition based on a feeling of familiarity. In everyday experience, an example involving involuntary volition (Scenario 2) would be a chance meeting with an old school friend that results in a feeling of familiarity that arises spontaneously; in contrast, an example involving direct volition (Scenario 3) would be when one is asked to identify the perpetrator in a lineup of suspects. The difference between the two lies in the fact that in the former, the memorial awareness arises spontaneously, even though it is not required by the task, whereas in the latter, it is demanded by the task.

In memory research, the status of a feeling of familiarity in an implicit memory test is hotly debated. Researchers working with normal subjects would be familiar with the case of having administered an ostensibly implicit test of memory (e.g., asking subjects to report the first word that comes to mind that starts with “but-”) when one of the studied words was “butter”), and being told by subjects at a post-experimental debriefing that they were aware that the word they produced was in the study list.

Currently, two contrasting interpretations of this scenario can be identified. On the one hand, there are those who argue that to the extent that the memorial state of awareness (a feeling of familiarity) arose spontaneously, the scenario should be described as a case of involuntary conscious memory (e.g., Richardon-Klaven et al. 1984; Schacter et al. 1989). Such researchers have also argued that to the extent that retrieval was involuntary, the priming effect observed in such a case should still be considered as representative of implicit memory.

In contrast, Jacoby and his colleagues (Jacoby 1991; Jacoby et al. 1993) have defined memory in terms of a dichotomy: One form of memory is aware and involves intentional control; the other form is unaware and automatic. Because this framework equates memorial states of awareness with retrieval volition, it defines involuntary conscious memory out of existence. Within the latter framework, then, the implicit stem-completion task in the above scenario is described as being “contaminated” by explicit memory.

D&P’s interpretation of the relationship between volitional control and memorial states of awareness (sect. 3.4) generally aligns itself with Jacoby’s framework. Their analysis within the representational theory of knowledge indicates that control of actions requires explicit representation of the content (of action), factual
connectionist framework to furnish an explanation of the statistical emergence of that knowledge. Whereas D&P’s representational hierarchy is fundamentally a theory of the degrees of explicit knowledge, because neither the representation in terms of weights nor the learning mechanisms in terms of statistical rules provide any measure of explicitness. We argue in this commentary that only a hybrid architecture provides the necessary representational properties for a truly integrated account of explicit and implicit knowledge.

The ACT-R cognitive architecture (Anderson & Lebiere 1998) provides such a hybrid framework for a comprehensive theory of explicit and implicit knowledge. Although one is tempted to equate explicit knowledge with declarative knowledge (represented as chunks) and implicit knowledge with procedural knowledge (represented as production rules) in the ACT-R production system, we agree with D&P’s contention in section 3.3 (Procedural versus declarative knowledge and accessibility) that, although procedural knowledge is not verbally accessible, the procedural-declarative distinction is not identical to the implicit-explicit distinction. Instead, we propose that ACT-R’s other duality, between symbolic and subsymbolic knowledge, provides a convincing account of explicit and implicit knowledge.

With the exception of some connectionist approaches, research on implicit learning and knowledge has suffered from a lack of cognitive modeling that would have helped clarify the implicit-explicit distinction in terms of precise computational structures and mechanisms. We have developed detailed ACT-R models of the main paradigms relevant to that distinction, including sequence learning (Lebiere & Wallach 1998; in preparation), control tasks such as Broadbent’s transportation task and sugar factory (Lebiere et al. 1998; Wallach & Lebiere 1998) and implicit memory (Anderson et al. 1998).

Focusing on declarative chunks that are associated through subsymbolic activation processes, this foundational claim of our models not only provides a unifying account of the implicit-explicit distinction across different fields of investigation, but also supports existing theoretical positions in the respective paradigms. In each model, explicit knowledge is acquired in the form of symbolic chunks containing learning instances; pairs of stimuli in sequence learning, a single input-output pattern in control tasks, and the association between a word and its letters in implicit memory. Because ACT-R is an activation-based architecture, the ability to retrieve these declarative chunks is controlled by their associated real-valued parameters. The ACT-R sequence learning model (Lebiere & Wallach 1998; in preparation) presents an example of this approach. In sequence learning, a particularly abundant research area in implicit learning, subjects are asked to react as quickly as possible with a discriminative response to stimuli presented sequentially in one of a number of locations on a computer screen. Unbeknownst to the subjects, the presentation of stimuli follows a systematic order. Learning of event sequences is accessed indirectly by comparing response latencies with systematic versus random sequences. Providing an integrated account, ACT-R has been able to explain a wide range of sequence learning experiments (e.g., Curran & Keele 1993; Perruchet & Amorium 1982; Willingham et al. 1989). Basically, the model encodes pairs of consecutive stimuli in declarative units, successively building up chunks that span larger fragments of the sequence. Whereas representations encoding sequence fragments form the model’s explicit knowledge, subsymbolic associations between chunks are learned implicitly, allowing activation to spread from stimuli to sequence fragments and priming them from subsequent retrieval by production rules. Our approach is thus related to the suggestion of Sloman (1996) who views implicit learning as an associative process, whereas explicit learning is conceptualized as a rule-based mechanism. Generally, implicit and explicit knowledge are fundamentally linked in ACT-R: Chunks could not be retrieved from memory without sufficient support from underlying activation quantities; the quantities cannot be directly accessed and would be meaningless without the associated chunks.

ACT-R models of implicit learning achieve many of the goals set out by D&P. For example, the implicit memory model provides a precise and detailed account of their priming data in section 4.2 (Memory). In that model, the context sensitivity required in section 4.4.1 (Predication) is achieved by identifying in each chunk the list to which the item belongs. The stochastic nature of judgment discussed in section 4.4.2 (Reflection on attitude) is present in each model because memory retrieval in ACT-R is a fundamentally stochastic process. Noise is added to each chunk’s activation, determining their probability of retrieval.

In conclusion, we think that these models establish that the ACT-R architecture realizes the main objective stated by D&P in section 1 (Introduction: Objectives), which is to “create a common terminology for the use of the implicit-explicit distinction in different research areas.” It provides a detailed computational account of the implicit learning characteristic of connectionist models together with the explicit representations detailed by D&P. As Newell long ago stated (Newell 1973), this is the proper role of integrated cognitive architectures. [See also BBS multiple book review of Newell’s Unified Theories of Cognition BBS 15(3) 1992.]
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**Abstract:** Dienes & Perner present a hierarchical model that addresses the nature – implicit versus explicit – of knowledge in areas as diverse as learning, memory, and visual perception. This framework appears difficult to apply to complex situations, such as those involving implicit learning, because of the indeterminacy that remains regarding knowledge at the low-level in the hierarchy. These reservations should not detract from the positive features of this model. Among its other advantages, it is well adapted to priming phenomena in which the information responsible for the individual’s behavior can be precisely defined.

According to Dienes & Perner (D&P), knowledge is represented by a partial hierarchy, in which the implicit-explicit distinction is made at each level. Their framework seeks to integrate, in a unified perspective, the often divergent uses of the implicit-explicit distinction, and to account for these concepts in research areas as diverse as learning, memory, and visual perception. In this commentary, we discuss the extent to which the framework is suitable for dealing with problems related to the area of implicit learning.

It should be noted that, in the area of implicit learning, the implicit-explicit distinction refers to either the process of learning, its results (knowledge), or both. A number of theorists have argued, however, that only the process of learning itself should be defined as implicit, not the knowledge that results from it, and that, consequently, the former should be the focus of attention, not the latter (e.g., Frensch 1998; Perruchet et al. 1997). Still, the paradox in such a position is that to reconcile processing as implicit or explicit, it is almost always necessary to examine its output (Jiménez 1997). In this sense, the framework proposed by D&P is applicable to the area of implicit-explicit learning, even though it covers only part of it.

The issues that must be raised, then, concern the general applicability of the framework and its ability to promote significant progress. According to D&P, the boundary between the implicit and the explicit is determined by evaluating the level in the hierarchy at which knowledge is represented (i.e., content, attitude, self). This may be accomplished without difficulty in simple cases such as in demonstrations of priming where the researcher controls the nature of the information that is provided to the experimental participants (e.g., “doctor” or “butcher”). In this case, it is possible, through either a bottom-up or top-down analysis, to identify precisely the highest level that can be labeled as explicit. On the other hand, D&P’s approach may be more difficult to ap-
ply when the information to be learned is more complex (e.g., artificial grammar). To re-evolve an example used by D&P themselves, the critical question at issue is: What is the cat in complex settings?

Participants in implicit learning experiments must typically learn a complex set of stimuli, rules, or correlations that they cannot articulate (Berry & Dienes 1993). It must be admitted, moreover, that researchers typically do not know the representational nature of the knowledge that results from such learning. They must resort to a best guess about its nature. Within the field of artificial grammar learning, at least four accounts have been offered for the production of grammatical judgments. These rely on: (a) knowledge about the deep structure of the environment (Reber 1989), (b) similarity to stored exemplars (Vokey & Brooks 1992), (c) access to multiple pieces of fragmentary knowledge (Dulany et al. 1984), and (d) episodic-processing that offers a large potential number of responses (Whittlesea & Dorken 1993). However, research has not been conducted to choose decisively among these candidate frameworks. As a result, individual researchers use tasks compatible with the hypothesis that appears most plausible or that is actually under investigation. The tasks are typically ill-adapted to assess the knowledge that is actually available (see Shanks & St. John’s information criterion, 1994). This recurrent problem is cause for concern as it is liable to impede the assessment of the explicit nature of knowledge.

It is indeed difficult to imagine how the implicit nature of knowledge at a given level of the hierarchy can be established if the knowledge at lower levels has not been clearly identified beforehand. To illustrate this, imagine a researcher who has observed that exposure to letter strings generated by an artificial grammar results in the classification of new grammatical and non-grammatical stimuli at significantly above-chance levels. This effect is now well known and unsurprising, but, at the very least, it provides support for existence of “property-implicit” knowledge. The problem is thus to ascertain whether such knowledge is explicit or implicit at the level of attitude. If the researcher assumes that the knowledge is abstract and that grammatical judgments are holistic, it will seem natural to answer the question using the grammaticality test. This time, however, one also asks participants to rate their confidence in each decision. Because no relationship between confidence and accuracy is observed, the researcher concludes that either the knowledge is attitude-implicit or that the participants do not know what they do, in fact, know.

Let us further assume that the judgments are indeed made in an analytical way and, based on elementary informational components (e.g., bigrams, trigrams, legal positions), each of them is attitude-explicit fragmentary knowledge. This assumption is partly supported by Perruchet and Pacteau’s (1990) finding that bigram recognition confidence correlates with frequency of occurrence in the study phase (conducted with full strings). The procedure described earlier seems quite unsuitable for the problem because each confidence judgment produced on a full string must be computed, in a complex way no doubt, from elementary confidence concerning the perceived fragments. To come as close as possible to the available knowledge, the researcher should have used a procedure in which the confidence judgments concerned elementary informational components.

In sum, the framework proposed by D&P, when applied to implicit learning, fails to account fully for the processes of implicit learning. Furthermore, as applied to complex situations, the framework requires meeting a condition that is in fact quite difficult to meet, that is, knowing the exact nature of the knowledge that underlies the participant’s behavior. Thus, in the domain of implicit learning, the framework is clearly limited.

**Explicit knowledge in dolphins?**
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*a Center for Molecular and Behavioral Neuroscience, Rutgers University-Newark Campus, Newark, NJ 07102; b* Institute of Theoretical Dynamics, University of California, Davis. 1956 Cameron Avenue, DeCharmes 1996; Squire 1992). Studies of knowledge in nonhumans offer greater objectivity because they are less likely to be corrupted by either introspection or linguistically based intuitions.

Distinctions between explicit and implicit knowledge in nonhumans are seldom made in the scientific literature. This is probably because explicit knowledge is typically defined in terms of consciousness, and most researchers are hesitant to make the as-of-yet empirically unsupported claim that any species other than *Homo sapiens* is “consciously aware.” Instead, knowledge in nonhumans is often described as being either procedural or declarative (or as involving stimulus-response vs. stimulus-stimulus associations, or perceptual vs. conceptual representations, etc.). Animal cognition research focuses first on discovering what animals can represent (or know) and then on understanding how they represent this knowledge. D&P start with the assumption that knowledge is represented propositionally, and then seem to equate existence of a representation with explicitness of knowledge (e.g., in sect. 2.1.3, they suggest that if the self is represented propositionally as knowing, then knowledge of a fact is fully explicit). It seems unlikely that knowledge in nonhumans is exclu-
Applying a theory of implicit and explicit knowledge to memory research

Neil W. Mulligan
Department of Psychology, Southern Methodist University, Dallas, TX 75275-0442; mulligan@mail.smu.edu

Abstract: This commentary discusses how Dienes & Perner’s theory of implicit and explicit knowledge applies to memory research. As currently formulated, their theory does seem to account simultaneously for population dissociations and dissociations between conceptual and perceptual priming tasks. In addition, the specification of four distinct memorial states (correlated with different recognition test responses) faces important methodological challenges.

Dienes & Perner (D&P) present a compelling analysis of the relationship between implicit and explicit representations. This analysis has much to recommend it, beginning with the laudable goal of extracting commonality from disparate research areas, and continuing with a rich framework for investigating these commonalities. The application of this framework to research on memory requires additional clarification, however. Because the implicit-explicit memory distinction has been one of the most active research areas in cognition during the past 15 years (e.g., Roediger & McDermott 1993; Schacter 1987), this domain is of critical importance for a general theory of implicit and explicit knowledge. Unfortunately, with regard to implicit memory, the present theoretical treatment raises more questions than it answers.

A candidate theory of implicit and explicit memory must address the set of dissociations that have been obtained between measures of implicit and explicit memory, the majority of which have been obtained in research contrasting direct and indirect tests. Consistent with the notion that direct and indirect tests are capable of measuring different aspects of memory are numerous reports of population dissociations, in which participants from populations impaired on direct memory tests (such as people with amnesia, depression, or schizophrenia, and older adults) show normal or near-normal levels of repetition priming on indirect memory tests (e.g., Denny & Hunt 1992; Light 1991; Schwartz et al. 1993; Shimamura 1986; 1993). Converging evidence comes from experimental manipulations, such as the read/generate manipulation and study modality, which also dissociate performance on indirect and direct tests (see Roediger & McDermott 1993, for a review). A final relevant aspect of this literature is that dissociations also occur between indirect conceptual and perceptual tests. For example, dividing attention and levels-of-processing affects conceptual priming tasks such as category-exemplar production and free association but they typically have no measurable impact on perceptual tasks, such as word-fragment completion (e.g., Mulligan 1998; Roediger & McDermott 1993).

D&P apply their theory of implicit and explicit knowledge to memory in section 4.2. In light of the above discussion, how are we to integrate the hierarchy of representations in Table 2 with the literature on priming? The most straightforward way is to conceive of the hierarchy as a model of memory encoding varying from very impoverished, in which only the property is explicitly represented (e.g., the word form “butter” is represented explicitly) to richly encoded, in which all elements of the trace, including experiential source (i.e., origin) are explicitly represented. Such a conceptualization can accommodate population dissociations if one makes the reasonable assumption that amnesics (and to a much lesser degree, older adults, the depressed, and schizophrenics) have a deficit in creating explicit representations of origin and (presumably) factuality and time.

However, such a conceptualization has difficulty accounting for the relationship between conceptual and perceptual priming tasks. In particular, D&P associate the strongest form of implicitness in which only property is explicitly represented (i.e., the most impoverished form of encoding) with enhanced performance on conceptual priming tasks, proposing in section 4.2 that “the mere
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presence of the word ‘butter’ can enhance the likelihood of an-
swering a request to list dairy products with ‘butter,’ is a descri-
tion of conceptual priming in the category-exemplar production
task. A less impoverished encoding, with explicit representations of a feature compound (e.g., the word form plus perceptual de-
tails) is associated with performance on perceptual priming tasks such as perceptual identification. Given that greater elaboration during encoding produces less impoverished traces (i.e., more as-
pects of the trace are represented explicitly), this account implies (incorrectly) that manipulations of elaborative processing are less likely to affect conceptual than perceptual tasks. Specifically, the account implies that even the least elaborative encoding condition would likely give rise to the minimally explicit representation on which conceptual priming relies and that further opportunities for elaboration would not enhance this probability. In fact, just the op-
posite is found. Encoding conditions that limit the opportunity for 
elaborative encoding, such as divided-attention conditions and
nonsemantic encoding tasks, reduce and often eliminate priming on conceptual tasks, but have little effect on perceptual priming (Mulligan 1998; Mulligan & Hartman 1996; Srinivas & Roediger 1990).

It seems unlikely, then, that the minimally explicit representa-
tion of the form with conceptual priming. The reverse assump-
tion is the reverse, that conceptual-elaborative encoding leads to greater levels of explicit representation. This account also confronts a problem because inherent in this view is the notion that conceptual-elaborative processing is the core deficit in am-
nesia and other populations with compromised performance on
direct tests. Contrary to this notion, amnesics (as well as older adults) typically show normal levels of performance on conceptual priming tasks such as category-exemplar production and free as-
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Abstract: We argue that Dienes & Perner’s (D&P’s) proposal needs to 
specify independent criteria when a subject explicitly represents factu-
ality. This task is complicated by the fact that people typically “tacitly” be-
lieve that each of their beliefs is a fact. This problem does not arise for 
comparative evidence on monkeys, for they presumably lack the capacity 
to represent factuality explicitly. D&P suggest that explicit visual process-
ning and declarative memory depend on explicit representations of factu-
ality, whereas the analogous implicit processes do not require such repre-
sentations. Many of the implicit/explicit findings are also found in 
monkeys, however, and D&P’s account needs to explain this striking par-
allel.

According to Dienes & Perner’s (D&P’s) account, the distinction 
between implicit and explicit processes can be captured by ap-
pealing only to the content of the representations. This content-
based account is an extremely bold and provocative alternative to 
the traditional view that explicit processes tap cognitive mecha-
nisms that are not implicated in implicit processes. D&P make an 
important contribution to the debate by providing the most de-
tailed and empirically sensitive content-based account we have, 
and their account might explain some of the data. However, we 
think that the current account has theoretical and empirical short-
comings that make it unfit to replace traditional approaches.

Our theoretical concern about D&P’s proposal is that we are not 
given independent criteria for determining the explicit content of a sub-
ject’s representation. Because their treatment of the evidence 
leans heavily on whether factuality is explicitly represented, 
what is especially urgent is a specification of independent criteria 
for determining whether factuality is explicitly represented. For 
example, how does one determine whether a subject has a repre-
sentation with the explicit content it is a fact that the light is on or 
just the content the light is on?

To press this problem a bit, consider D&P’s claim that (bona 
fide) success on direct tests requires explicit representation of factu-
ality (sect. 3.2, para. 6). Suppose you ask someone if Central Park is east or west of Lincoln Center, and the person gives the 
correct (and apparently bona fide) response, “east.” What inde-
pendent reason is there for thinking that he has an explicit repre-
sentation of the form: It is a fact that Central Park is east of Lin-
coln Center? We see no empirical or nomological reason why the 
representation must explicitly include factuality. Of course, if we 
know that someone believes that p, then we would probably also 
agree that he believes that it is a fact that p. But typically this at-
tributes only a “tacit” belief, that is, a belief that follows obviously 
from one’s core beliefs and can be made explicit given the appro-
priate prompts (see, e.g., Fodor 1987c and Lycan 1988). So, if we 
believe that p, because we have a standing belief that if ψ, then it 
is a fact that ψ. But this is of no help for D&P’s account, because such tacit beliefs do not count as explicitly represented.

Because it is difficult to determine when a person explicitly rep-
resents factuality, in evaluating D&P’s proposal we think it is es-
pecially instructive to consult comparative evidence on monkeys 
and other animals that presumably lack the capacity to represent 
factuality explicitly. Comparative research indicates that there are 
striking similarities between monkeys and humans on implicit and 
explicit tasks.
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D&P maintain that, although the ventral and dorsal paths are independent components of the visual system, on their account the crucial difference is that the ventral path, unlike the dorsal path, represents factuality explicitly (sect. 4.1, para. 6; sect. 4.3, para. 5). However, because monkeys also have ventral and dorsal visual pathways, if monkeys can not explicitly represent factuality, then D&P’s characterization of the ventral path in humans will not generalize to the ventral path in monkeys. Furthermore, monkeys with unilateral lesions to the striate cortex exhibit similar symptoms to human blindsight patients (sect. 4.1, para. 7; see also Campion et al. “Structure, Function, and Consciousness in Residual symptoms to human blindsight patients (sect. 4.1, para. 5). However, because monkeys also have ventral and dorsal generalizes to the ventral path in monkeys. Furthermore, monkeys independent components of the visual system, on their account with unilateral lesions to the striate cortex exhibit similar symp- toms to human blindsight patients (sect. 4.1, para. 7; see also Campion et al. “Structure, Function, and Consciousness in Residual Vision and Blindsight” BBS 6(3) 1983). Such monkeys, like humans with blindsight, can correctly classify lights and nonlights in their sighted half-fields, and they can detect and locate small objects and lights in their blind half-fields. Yet, again like humans with blindsight, when the monkeys are given the option to classify stimuli as lights and nonlights, they consistently classify the stimuli in their blind half-field as nonlights (e.g., Cowey & Stoerig 1985). At least without further clarification, it is not obvious how D&P’s account provides a principled explanation of these data. In particular, if blindsight in monkeys can not be attributed to a lack of explicit representation of factuality, presumably, blindsight in humans can not be so attributed either.

We also find important parallels between humans and monkeys in the research on memory impairments. Zola-Morgan & Squire (1990; see also Squire 1992) report striking correlations in performance on nonverbal memory tasks by humans and monkeys. Normal monkeys, like normal humans, pass declarative memory tasks. Monkeys with lesions to the hippocampus and medial temporal lobe, like amnesic patients, show impairments on crucial nondeclarative tasks. According to D&P, declarative knowledge requires explicit representation of factuality (sect. 3.3, para. 5), but if declarative memory is similar in monkeys and humans, it probably cannot be characterized as D&P suggest.

Traditional approaches to the implicit/explicit distinction offer a natural explanation of these findings. The comparative evidence indicates that damage to certain parts of the primate brain causes selective impairments on explicit processes, while leaving implicit processes intact. A traditional explanation of this is that damage to certain parts of the primate brain (e.g., the hippocampus) impairs the cognitive mechanism required for certain explicit processes (e.g., declarative memory). The challenge for a content-based approach like D&P’s is to defend the idea that damage to certain parts of the primate brain causes selective impairment in the ability to represent certain contents and that this impairment applies only to certain processes. Without a response to this challenge, the traditional distinction between implicit and explicit processes seems to be indispensable.

Although we support the traditional cognitivist approach to the implicit/explicit distinction, we agree with D&P that this usage does not conform to the commonsense implicit/explicit distinction. But we think that this is not at all surprising. After all, the findings that motivate the cognitivist implicit/explicit distinction – for example, blindsight, selective memory impairment, the implicit understanding of false belief – are deeply counterintuitive. That is what makes them so fascinating.

NOTES

1. D&P maintain that if a thought is conscious, then it must explicitly represent factuality; but this does not really provide empirically useful criteria, for it depends on a controversial account of consciousness, and in any case, we have no independent criteria for identifying whether a thought is conscious.

2. Thanks to Lawrence Weiskrantz (personal communication) for directing us to this research.

Abstract: Distinguishing explicit from implicit knowledge on the basis of the active representation of certain propositional attitudes fails to provide an explanation for dissociations in learning performance under implicit and explicit conditions. This suggests an account of implicit and explicit knowledge grounded in the presence of multiple learning mechanisms, and multiple brain systems more generally. A rough outline of a connectionist account of this kind is provided.

It is possible that our colloquial use of the terms “explicit” and “implicit” can help us understand the psychological mechanisms that subserve the memory and learning phenomena that have been labeled with these words. As Dienes & Perner’s (D&P) target article suggests, explicit mental processing may differ from implicit processing primarily in the amount and kind of actively represented knowledge involved. However, applying the common communicative notion of “explicit” to such processing introduces a new question: “Explicit to whom?” Different brain systems and mechanisms encode different kinds of information. The main difference between implicit and explicit knowledge might arise from differences in the mechanisms housing the knowledge, rather than from the presence or absence of a “factuality” propositional attitude. In other words, the telling feature that makes some knowledge explicit might not be what features are represented, but who (i.e., what brain systems) has access to the knowledge.

D&P’s proposal allows for the collocation of implicit and explicit knowledge in a single brain system, with both kinds of knowledge represented in the common currency of propositions and propositional attitudes. D&P do not deny that different brain systems may maintain different knowledge (citing, for example, evidence for dual pathways in the visual system), but what makes their theory distinctive is that it relates explicitness to the specific knowledge content of individual systems. This representational homogeneity poses problems for the theory, however, putting it at odds with observed performance differences between implicit and explicit learning tasks, and in an awkward position with regard to experiments investigating the transition between these kinds of knowledge.

Human performance on certain implicit learning tasks has been shown to be qualitatively different from performance on analogous explicit learning tasks (Shanks & St. John 1994). For example, learners attempting to produce explicit rules for controlling a complex system tend to acquire more simple, and often inferior, control strategies compared to those who approach the task without such a demand for linguistic description (Berry & Broadbent 1988). Similarly, categories learned incidentally, as part of performing another task, tend to have more of a “family resemblance” structure and less of a rule-guided structure than when an explicit effort is made to learn the categories (Brooks & Wood 1997). Research of this kind shows that knowledge acquired implicitly can be substantially different in form from that acquired explicitly. D&P’s framework does not seem to capture this difference. Specifically, knowledge of an implicit kind differs in this framework from explicit knowledge only in its lack of an active representation of “factuality” and, perhaps “predication.” Both implicit and explicit knowledge make use of the same vocabulary of predicates. Given this homogeneity of representation, it is hard to justify the observed differences in acquired knowledge without appealing to dissociable learning mechanisms. One may assert that such separate learning mechanisms exist without contradicting the proposed scheme of propositional attitudes, but the utility of those propositional attitudes is greatly reduced once multiple
What's really doing the work here? Knowledge representation or the Higher-Order Thought theory of consciousness?

Gerard O’Brien and Jonathan Opie

Department of Philosophy, University of Adelaide, Adelaide, South Australia 5005, Australia. {gobrien; jopie}@arts.adelaide.edu.au

arts.adelaide.edu.au/Philosophy/gobrien; jopie}.htm

Abstract: Dienes & Perner offer us a theory of explicit and implicit knowledge that promises to systematise a large and diverse body of research in cognitive psychology. Their advertised strategy is to unpack this distinction in terms of explicit and implicit representation. But when one digs deeper one finds the “Higher-Order Thought” theory of consciousness doing much of the work. This reduces both the plausibility and usefulness of their account. We think their strategy is broadly correct, but that consensus on the explicit/implicit knowledge distinction is still a fair way off.

We are entirely sympathetic with Dienes & Perner’s (D&P’s) attempt to bring order to the confusing variety of ways in which the explicit/implicit distinction is employed in cognitive psychology. Moreover, we think an approach that unpacks explicit and implicit knowledge in terms of explicit and implicit representation (i.e., in terms of the different forms of information coding that a cognitive system can engage in) is well placed to “integrate and relate the often divergent uses of the implicit-explicit distinction in different research areas” (Abstract). D&P however, give the impression that this systematisation can be achieved solely on the basis of a distinction between different forms of knowledge representation (see sect. 1, especially para. 9). If this is what they really intend, then we believe D&P’s project is bound to fail.

To see why, consider the pioneering work of Reber (1967; 1989) on implicit learning. Reber demonstrated that subjects who memorise a set of strings generated by a finite-state grammar can subsequently perform above chance when judging the grammaticality of novel strings. Moreover, they can do so without any intention to learn a grammar, and with little or no capacity to articulate the relevant rules (although, see Dienes et al. 1991; Dulany et al. 1984; Perruchet & Pacteau 1990). The standard explanation is that during implicit learning subjects acquire implicit knowledge – unconscious representations (of either substrings, whole strings, or abstract rules) that guide subsequent behaviour. This kind of explanation does not seem to require any particular commitment to the form in which knowledge is represented. The distinction between conscious and unconscious representations is very much in the driver’s seat. What makes knowledge implicit for Reber (and many others) is merely the fact that it is unconscious.

D&P are well aware of this emphasis on the conscious/unconscious distinction in the literature. In section 3.1 they explain how it relates to their representational reading of explicit/implicit knowledge. They suggest that most cases of conscious knowledge require, in addition to the explicit representation of knowledge contents, the explicit representation of an attitude to those contents, and of the self as bearer of that attitude. This is a version of the Higher-Order Thought (HOT) theory of consciousness: For knowledge with content X to be conscious, X must be the object of a second-order state (e.g., knowing that I know X; Carruthers 1996; Rosenthal 1986). If one adopts the HOT theory, it is clear why “most definitions of explicit knowledge involve conscious-ness; because it imposes the clearest, most extreme case of explicitness” (sect. 3.1, para. 5). Thus, according to D&P, knowledge is conscious when it is connected with a number of explicit representations, and it is unconscious (hence implicit) when it is connected with little, if any, explicit representation. Given this analysis it is not hard to integrate Reber’s work with D&P’s scheme. One has implicit knowledge of the rules of a grammar (in Reber’s terms) if those rules are explicitly represented, and if there is no explicit representation of self or attitude.

This is where the trouble starts, however. To achieve this systematisation (integrating research that largely ignores issues of
A methodological requirement in the investigation of “knowledge”
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Abstract: The modernist and scientific juxtaposition of object and subject are inappropriate when investigating the nature of “knowledge.” This commentary argues that the usual methodological dichotomy fails when it is applied to the domain of “knowledge.” The two instead coalesce within the topic itself, demanding the most careful self-awareness.

When the young Wittgenstein of the Tractatus undertook his investigation into the status of propositions he did so through the use of propositions. This was no trick, for he knew well enough that both the subject and the object of such an investigation must not only be consistent but identical. Anything less would open him up to the criticism that his end and his means were incompatible, dealing a mortal blow to both. The failure of Dienes & Perner’s target article to match the methodological purity and rigour of Wittgenstein’s masterful approach condemns the work from the very outset.

For the purposes of elucidation, any work that proposes to generate knowledge on “knowledge” has at its disposal itself. The work is knowledge and thus any techniques, analysis, or indeed results, can be directed onto itself through an internal process of self-referentiality. It becomes its own exemplar. But what are we given here? “This is a cat!” Far better that the target article should have directed the light of its enquiry onto the knowledge encapsulated in the article itself; and in that vein we should see the analysis, and dismantling, of statements such as: “Knowledge is standardly analysed as propositional attitudes” (sect. 2.1.2). Now what is implicit here? That is a question worth answering.

This reflexive property of knowledge demands care and attention from anyone who dares to handle it; and such care and attention is missing from this article. Take, for example, the opening statement of section 2.1.3.: “It is evident”: if we are to allow the authors the luxury of rhetorical questions, then we might also ask “evident? In an article on knowledge?” An introduction to any claim in this manner ill-becomes an article on knowledge. And at second sight this becomes worse: “It is evident?” If? Reflection on the structure of the sentence and this use of a single, and unnecessary, auxiliary word destroys the very credibility that is sought by the authors. They have used a rhetorical device to weaken the opening of the sentence and thereby hope to lead the reader into an easy acceptance of the rest. If the claim is truly evident, then it should open the sentence and, correspondingly, the conclusion would be “ . . . is evident.” The point of this miniature textual analysis is to highlight D&P’s use of rhetoric and linguistic devices to manipulate the knowledge that is presented within. Such devices occur throughout the text. This may have been premeditated. More charitably, the authors may not have even been aware of their own use of such literary tricks and sleights of hand, yet in this case they exhibit the very lack of reflexivity demanded by the subject.

This analysis and conclusion might seem harsh, but the general lack of care in the work extends beyond a purely stylistic and syntactic critique. To put it bluntly, the target article seems gay abandon with its use of terminology. A careful reading reveals a host of connotations and denotations of the word “fact,” and these could have yielded rich insights if the authors had chosen to analyse it rather than the more banal word “bachelor.” The clumsy and ultimately circular analysis of “bachelor” is amusing enough in its own right, but the article would have been exquisitely entertaining if the authors had chosen to tackle the word “fact” instead!

None of this is surprising. The approach adopted is essentially rationalist in form. The underlying meta-narrative is modernist, using scientific objectivism as the legitimating foundation. A more self-referential and ironic technique is demanded. The fatal flaw is the attempt to objectify the subjective. The blindness in this regard is obvious from the References: no Saussure. Nor are there any references to the developmental line that sprang from Saussure and eventually became the subject known as linguistics. One can understand why the authors have turned their face from that line and they are not the first to have done so. Piling mixed metaphor on mixed metaphor, such an approach would be to open up a can of worms that could not be nailed down; to the unwary it would be a slippery slope of regress.

So far this commentary has been more of a destructive critique, so perhaps some concluding positive suggestions are in order. To all readers of the target article, the key insight that will help in understanding it and its shortcomings is the need for awareness. To mix metaphor with reality: Read the article with your eyes open. As you read you should be aware of the article itself and deal with the text on its own terms. This is not easy and imposes a further requirement on the reader: self-awareness. One should be aware of one’s own awareness; constantly validating oneself. Yet this still will not cut deep enough. Awareness of self-awareness demands the self-awareness of self-awareness and so on through a recursion.
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Abstract: Dienes & Perner present a very interesting analysis of two types of knowledge. It is not clear, however, that the words “implicit” and “explicit” are the best basis on which to build a theory of the two types of knowledge. One is also left uncertain as to whether this theory is the best way of ordering the greatest possible amount of relevant data in a way that yields the simplest possible account possible.

Starting in antiquity, many thinkers have addressed the difference between two types of human behavior – one based to a great extent on knowledge that can be formulated as maxims, rules, or hypotheses; the other governed to a greater degree by knowledge that is not, or cannot be verbalized. Both Socrates and Democritus discussed this distinction (see Overskeid 1995).

Since then, philosophers and psychologists have had, and still have, difficulties describing the phenomena related to these forms of knowledge. Because authors have not been able to agree on the nature of the two types of knowledge – indeed, they cannot agree that two clearly different types of knowledge exist (Cleeremans et al. 1998; Overskeid 1994a; Shanks & St. John 1994) – no terminological consensus has ever existed. This has led to a plethora of word-pairs purporting to describe the same, or closely related phenomena (see Overskeid 1994b).

Dienes & Perner’s (D&P’s) target article is a very interesting analysis of two types of knowledge, leading to predictions that map onto the empirical literature. It is not completely clear, however, why the authors chose the words “implicit” and “explicit” as the basis for their logical and conceptual analysis. Is there any reason why the authors chose the words “implicit” and “explicit” as the basis for their conceptual analysis of two types of knowledge, leading to predictions that map onto the empirical literature. It is not completely clear, however, why the authors chose the words “implicit” and “explicit” as the basis for their logical and conceptual analysis. Is there any reason why the authors chose the words “implicit” and “explicit” as the basis for their logical and conceptual analysis. It is not completely clear, however, why the authors chose the words “implicit” and “explicit” as the basis for their logical and conceptual analysis. It is not completely clear, however, why the authors chose the words “implicit” and “explicit” as the basis for their logical and conceptual analysis. It is not completely clear, however, why the authors chose the words “implicit” and “explicit” as the basis for their logical and conceptual analysis.

Based on their analysis of the meanings of “implicit” and “explicit,” Dienes & Perner arrive at several conclusions supported by existing data. Though this is reassuring, one would feel even better as a reader if the authors had shown that their theory accounts for more facts in a simpler way than do other ways of understanding the same phenomena. Furthermore, all words may not be equal, but I miss the reasons why, in the words of Orwell, “implicit” and “explicit” are more equal than others. That is, how do we know that an even better theory could not have been built on one of the many other pairs of words available?
Knowledge by ignoring
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Abstract: Some cases of implicit knowledge involve representations of (implicitly) known propositions, but this is not the only important type of implicit knowledge. Chomskian linguistics suggests another model of how humans can know more than is accessible to consciousness. Innate capacities to focus on a small range of possibilities, thereby ignoring many others, need not be grounded by inner representations of any possibilities ignored. This model may apply to many domains where human cognition “fills a gap” between stimuli and judgment.

Dienes & Perner (D&P) rightly distinguish grammatical rules from grammaticality judgments (sect. 4.4.2). They also go on to say that knowledge “of artificial grammars and of natural language may differ.” May? Given that D&P focus on “rules . . . that the participant has induced” (our emphasis), the question seems to be whether there are interesting respects in which natural language acquisition is like artificial language learning. Chomsky (1981, 1986a) and others have argued persuasively that the most important principles governing natural language are not induced, but inately specified up to parametric variation. In any case, the Chomskian program constitutes an apparently successful branch of cognitive science where appeal to implicit knowledge has figured prominently, and been much discussed. We have argued elsewhere against representational theory of mind (RTM) construals of implicit linguistic knowledge (Dwyer & Pietroski 1996); even if we are right, however, this does not contradict D&P’s account as applied to other domains. Indeed, we grant that some kinds of implicit knowledge are capturable by an RTM approach. But we doubt that RTM-models characterize “the most important type of implicit knowledge” (Abstract, our emphasis).

First, a quibble. D&P note that ordinary speakers “lack explicit knowledge of the grammar rules for English,” adding that such speakers are “fully aware and have explicit knowledge” of “their ability to judge the grammaticality of English sentences” (sect. 4.4.2, para. 2), but not if “grammaticality” is construed (as D&P suggest) in terms of whether strings of words are well formed according to the grammatical rules. Grammaticality (in this sense) is a technical/theoretical notion that ordinary speakers do not grasp. And speakers often judge grammatical strings to be unacceptable; famous examples include: “The horse raced past the barn fell” and “The rat the cat the dog chased chased ate the cheese.” That said, speakers seem to be fully aware and have explicit knowledge of whether they find a given string acceptable; and if Chomskian linguistics is on the right track, speakers’ acceptability judgments are products of (inter alia) their implicit innate grammar, sometimes called their linguistic competence.

One might imagine that speakers are related to their grammar as follows: for every proposition P that linguists write down in a correct theory of the relevant language, speakers have internal (RTM-ish) representations of P; and these representations are (in part) causally responsible for the speakers’ judgments that certain strings (viz., those that would be grammatical only if not-P) are unacceptable. Variants on this view have been in the literature for some time. (See Dwyer & Pietroski 1996 for a review.) But there is little to no independent evidence that the basic principles of grammar are so represented. And in our view, explanations given in linguistics are not hostage to particular representationalist assumptions.

For present purposes, let us assume that children face a severe poverty of stimulus problem in acquiring a natural language, and they fill the gap by exploiting cognitive resources available to them as part of their genetic endowment. On this view, children “solve” the poverty-of-stimulus problem by effectively ignoring an endless number of hypotheses compatible with (and perhaps even confirmed by) the available linguistic data. In this sense, the process of acquiring linguistic competence is not a process of responding to the world as an ideally rational (and open-minded) scientist would in the course of hypothesizing generalizations that cover the available data (and serve as the basis for predictions). The environment matters; but the now familiar story is that many stimuli are better viewed as causal triggers of cognitive resources, rather than data that bear rational relations to hypotheses, if only because the database seems too small. Put another way, the gap between available data and ensuing judgment would be too large for an inductive leap. One can reimpose the hypothesis-testing model, by saying that the child ignores many quite natural hypotheses, because the child comes equipped with explicitly represented background assumptions. Just as one might assign students the task of accommodating a certain range of data given some theoretical assumptions that are not to be questioned for purposes of the assignment, so one might think that nature sets children the task of acquiring an idiotic (compatible with available evidence) given certain assumptions that are fixed a priori. But we repeat: One need not assume that children have explicitly represented (on inner analogs of notebooks) principles of universal grammar. One might think instead that children never even consider the possibility that the language spoken around them fails to conform to those principles.

From this perspective, linguists seek to characterize the space of humanly possible languages – that is, the range of languages that children might actually acquire in natural environments – where this will be a (small) subset of the space of languages compatible with the noises produced in the child’s neighborhood. But for children, one might say, there is no distinction between the class of languages and the class of humanly possible languages. It is not that children explicitly set aside some possible languages as irrelevant to their interests. It is that children have, from the ideal theorist’s point of view, an impoverished concept of language; and lucky for them, because this innate capacity to ignore is precisely what children need to acquire some language on the basis of available cues.

Taken out of context, it sounds odd to say that capacities to ignore are sources of (even implicit) knowledge. But there is a point to talking about the relation that humans bear to the principles of universal grammar. This relation has as much title, both historically and theoretically, to the label “implicit knowledge” as any other. And this relation may well be rooted (not in inner representations whose contents are unavailable to consciousness, but rather) in an innate capacity to ignore. Again, we have nothing against RTM-ish notions of implicit knowledge. But the capacity to not consider possibilities is also a valuable (and probably crucial) cognitive resource. And it would be unsurprising if this kind of implicit knowledge figured in other domains where humans tacitly “fill a gap” between stimuli and judgment.
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Abstract: Early childhood is characterized by many cognitive development- 
als as a period of considerable change with respect to representa- 
tional format. Dienes & Perner present a potentially viable theory for the 
stages involved in the increasingly explicit representation of knowledge. 
However, in our view they fail to map their multi-level system of explicit-
ness onto cognitive developmental changes that occur in the first years of 
life. Specifically, we question the theory's heuristic value when applied to 
the development of early mind reading and categorization. We conclude 
that the authors fail to present evidence that dispels the view that knowl-
edge change in these areas is dichotomous.

Dienes & Perner (D&P) are to be praised for their attempt to en-
rich the simple implicit-explicit dichotomy that has prevailed in 
cognitive science over the last few decades. Early cognitive devel-
lopment involves substantial changes in the content, structure, and 
processing of information; it might accordingly be considered the 
perfect domain for D&P's theory. A critical issue for us, however, 
is whether their theory offers any new insight or heuristic for the 
study of cognitive development in infancy and early childhood.

Past and present approaches to cognitive development have emphasized one or more of these changes. Those adopting a Pi-
agetian and neo-Piagetian approach, for example, stress the de-
velopment of structure, whereas information-processing theorists 
– including connectionists – focus on developmental changes in the 
processing and structure of information (Klahr & MacWhin-
theory of representational redescription successfully integrates 
different aspects of these approaches in an explanation of cogni-
tive change. Her theory offers a more direct conceptualization of 
cognitive growth, in which the implicit-explicit issue occupies cen-
ter stage. Change in explicitness is not simply a peripheral char-
acteristic of cognitive development; it differentiates one level of 
knowledge from another.

In applying their theory to the developmental literature, D&P 
draw a parallel between their four-level hierarchy of explicitness 
However, despite the claim that their levels of explicitness yield 
a plausible correspondence” (sect. 4.3) to that developed by 
Karmiloff-Smith, in our view D&P fail to map the different levels 
of their hierarchical system onto a distinct development phase or 
stage. For example, the authors claim that level-1 in Karmiloff-
Smith’s theory leaves predication implicit; however, they fail to 
identify a level corresponding to a proposition in which the indi-
vidual is implicit but the property remains explicit. This short-
coming is most apparent in D&P’s use of evidence from the the-
ory of mind literature. For example, they draw a simple distinction 
between implicit understanding based on the abstraction of situ-
ational regularities and explicit understanding based on the causal 
understanding of belief formation. More specifically, in their ac-
count of changes in children’s responses in false-belief tasks (e.g., 
Clements & Perner 1994), D&P contrast young children’s visual 
orienting responses with older children’s verbal explanations. Does 
the visual orienting response correspond to a proposition where 
predication has become explicit – that is, Karmiloff-Smith’s (1992) 
level-E1 – or to implicit understanding similar to Karmiloff-
Smith’s level-I? In the absence of a clear answer to this question, 
the theory fails to provide a nondichotomous developmental the-
ory and therefore has little heuristic value for researchers in this 
domain of knowledge.

D&P’s proposal becomes more problematic when considering 
the earlier stages of mind reading, and in particular, infants’ and 
toddlers’ explicit reasoning about desire and emotion. Wellman 
and Woolley (1990), for example, found that children as young as 
three are able to provide a verbal explanation for someone’s emo-
tional state as a function of the fulfillment of that person’s desires. 
In light of this evidence, we believe that D&P need to incorporate 
levels of reasoning about desire and belief to have a valid devel-
opmental theory. The problem may lie less with the theory itself 
and more with its application to a task – namely, the classic false-
belief task – that is now considered too limited to assess the full 
development of mind-reading abilities (see Lewis & Mitchell 
1994; Poulin-Dubois 1999).

In our view, the lack of heuristic value in D&P’s theory is high-
lighted when it is applied to infant cognitive development. In sec-
section 4.3, the authors do not extend their theory to changes in 
knowledge that occur prior to the third year of life. However, there is 
currently some controversy in the infancy literature about the 
representational format of early knowledge and how it changes.

Much of the debate focuses on whether there are two parallel rep-
resentational systems – a procedural-type system and a declara-
tive-type system – or whether infancy is instead characterized 
throughout by implicit knowledge (Mandler 1998). Nowhere is 
this debate better illustrated than in the area of infant categoriza-
tion where the question of whether knowledge is perceptual or 
conceptual is hotly disputed. Mandler (1992; 1998), for example, 
has argued that by the end of the first year infants possess both im-

cipal, procedural knowledge in the form of sensorimotor repre-
sentations and declarative, explicit knowledge in the form of con-
ceptual representation. In contrast, others (e.g., Poulin-Dubois et 
al. 1999; Rakison & Butterworth 1998) have argued that infants 
begin to acquire conceptual knowledge toward the end of the sec-
ond year, and even then perceptual information is still prime in 
category membership judgments. What both views share is the 
simplistic notion of knowledge as implicit (or perceptual) or 
explicit (or conceptual). This seems like the perfect arena to apply 
D&P’s theory. The theory should be able to provide a more de-
tailed account of the transition from implicitness to explicitness 
within and between perceptual and conceptual knowledge. For 
example, how does implicit knowledge acquired in infancy 
through the perceptual array (as in sensitivity to biomechanical 
motion; Berthenthal 1993) become explicit conceptual knowledge 
concerning the motion characteristics of different kinds of objects 
(e.g., Gelman et al. 1995)? It is difficult to see how their theory 
could be applied to this important aspect of cognitive change.

In conclusion, we acknowledge the potential contribution of 
D&P’s theory to changes in representational knowledge. One of 
itself potentially fruitful applications to cognitive development might 
be to account for the dramatic changes in memory – for example, 
from procedural to semantic to episodic memory – in the first four 
years of life. D&P’s ideas about the gradual explicitness of self or 
attitude might help explain the late emergence of autobiographi-
cal memory. Nevertheless, as it stands, it is difficult to apply their 
theory to developmental changes in young children’s representa-
tions. D&P should expand their theory to allow such an applica-
tion and to direct researchers to other developmental areas where 
it might be relevant.
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**Applying the implicit-explicit distinction to development in children**

Ted Ruffman  
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Abstract: This commentary focuses on how Dienes & Perner’s (D&P’s) claims relate to aspects of development. First, I discuss recent research that supports D&P’s claim that anticipatory looking in a false belief task is guided by implicit knowledge. Second, I argue that implicit knowledge may be based on exposure to regularities in the world as D&P argue, but equally, it may sometimes be based on theories that conflict with real world regularities. Third, I discuss Munakata et al.’s notion of graded representations as an alternative to the implicit-explicit distinction in explaining dissociations in infancy.

Dienes & Perner (D&P) have put together a very interesting and coherent framework for understanding the implicit-explicit distinction. One great strength of their proposal is that it generates testable predictions. This commentary highlights some of the developmental issues that arise from their ideas.

D&P argue that the anticipatory looking that precedes correct verbal performance in a false belief task is likely to be implicit. Yet they acknowledge that their arguments are based largely on intuition because no direct tests of whether the knowledge is conscious have been carried out. Recently, we tested these ideas by asking children to “bet” counters on where they thought a character (Ed) would look for an object (Ruffman et al. 1998). In the False Belief task Ed placed the object in a left hand location and did not see it moved to a right hand location. In the True Belief task Ed saw the transfer. We replicated Clements and Perner’s (1994) finding that children looked to the correct location when anticipating Ed’s return before they answered the verbal question correctly. This could have been because eye movements indexed unconscious knowledge or because children were conscious that Ed might look in the left location but were not very confident. Our findings supported the first interpretation. Children who showed appropriate eye movements but incorrect verbal performance bet with great certainty that Ed would return to the left location (consistent with their verbal answer). Important to note, betting was a sensitive measure of even slight variations in certainty. When shown a bag containing 10 red marbles and 0 green ones, children bet with great certainty that a marble chosen from the bag would be red. Yet when the bag contained 9 red marbles and 1 green one, certainty that it would be red dropped off dramatically. So we have empirical evidence consistent with the idea that eye movements in a false belief task index truly unconscious knowledge.

The status of some of their other suggestions, though equally interesting, are perhaps less certain. Are eye movements really based merely on observed regularities as opposed to a theory? Previously, I found that 4- and 5-year-old children make a striking error (Ruffman 1996). Children were shown a round dish that held red and green sweets, and a doll was given the ambiguous message that “a sweet” from the round dish would be placed in a box. However, only the child saw as a red sweet was placed in the box. Children were asked what colour the doll would think the sweet was and over two trials they tended to claim that the doll would think there was a green sweet in the box. In this experiment children responded verbally (explicitly) to the experimenter’s question. We are now running an implicit version of this task in which green sweets go in a green box and red sweets in a red box. We test whether children’s eye movements indicate they also expect the doll to look for the sweet in the green box or the red box. The important point about this task is that there are no observed regularities where people who receive ambiguous messages consistently do the wrong thing. They should do the right thing (i.e., look in the red box) equally often. At the same time, there are various reasons why a bias to say the doll will get it wrong (i.e., look in the green box), suggests that children are using a theory. The results are not yet in, but the point of this example is that they could go either way. This means that claims about implicit knowledge being based on observed regularities might be correct or incorrect.

Finally, there are some aspects of development such as infancy that D&P do not specifically address. For example, even after 15-sec delays, 8- to 12-month-old infants look longer when an object is hidden in one location but retrieved from another. This seems to indicate surprise and to show some knowledge of the object’s location. Nevertheless, the infants reach to the wrong location for the object (Ahmed & Ruffman 1998). D&P do not address dissociations between reaching and looking but their analysis provides some scope for doing so. In their section on visual perception, D&P suggest that pointing to an object may not require the object’s property (location) to be explicit but leave it open as a possibility. The reaching-looking dissociation can be understood if reaching requires the location to be explicitly represented, whereas looking does not. Reaching would require explicitness because the delay imposed on the infant necessitates deliberation about the object’s location. Looking would not require explicit knowledge because it requires nothing in the way of a declarative act that states its case. If this explanation is correct, one contradiction must be resolved. This is that infants show the looking effect even after delays of 15 sec, whereas D&P argue that representations that do not mark factuality (including reaching) last for only a few seconds. One solution might be that lingering memories revealed through reaching do not necessitate a distinction between past and present, and hence do not mark factuality.

Another interpretation of the reaching-looking dissociation (Munakata et al. 1997) is in terms of graded representations (GR). GR holds that knowledge is gradually strengthened in development (analogous to connection strength), and reaching requires stronger representations. Munakata et al. made no reference to the implicit-explicit distinction, but GR allows that reaching and looking could be equally implicit. There are limitations to this view when applied to the findings for false belief understanding because children’s betting seems to necessitate an appeal to different degrees of consciousness. Yet it seems a possible explanation of many dissociations in infancy. The challenge is to specify when the implicit-explicit view seems the best explanation of a finding and when GR seems best, or at least how to adjudicate between the two possible explanations.

**Some costs of over-assimilating data to the implicit/explicit distinction**
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Abstract: We applaud Dienes & Perner’s efforts while raising some concerns regarding their assimilation of diverse data into a unifying framework. Some of the findings need not fit the framework they suggest. It is also not always clear what, above logico-semantic consistency, assimilation adds to the data that do fit their framework. These concerns are highlighted with reference to their arguments regarding the developmental data and the neuropsychological data, respectively.

Dienes & Perner (D&P) render an excellent service by noting that the notion of “implicit knowledge” as it has been bandied about through various subfields of cognitive psychology has become cloudy. As researchers who have grappled with understanding each other’s use of the term “implicit,” we applaud this effort to develop universal terminology. D&P’s approach is thought-provoking and lays important groundwork for future research and theorizing on these issues.

Nonetheless, the attempt to broaden the scope of the term “implicit” does not come without costs. We offer two major concerns:
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Commentary/Dienes & Perner: Implicit and explicit knowledge

regarding the effort to assimilate a larger set of data. The first is that it has led to the inclusion of phenomena that need not be thought of in implicit/explicit terms. The second is that questions remain regarding what is ultimately gained by assimilating previous findings involving the implicit/explicit distinction into their revised, more complex framework. We highlight these concerns from the standpoint of developmental and neuropsychological data respectively.

D&Ps propose that there is an implicit/explicit developmental shift in children's conceptual development, suggesting that Clements and Perner (1994; 1996) have shown that when children respond in a nondeclarative mode (either with eye movements or a nondeclarative action) they produce evidence for an understanding of false belief, well before a similar understanding is available to declarative response modalities. However, there is some question as to whether this fits neatly into D&Ps framework. In addition to making the response modalities nondeclarative, Clements and Perner have also made them “non-canonical,” or atypical with respect to how one typically provides information in experimental or play settings. Carlson et al. (1998) found that 3-year-olds were better at deceiving others (i.e., deliberately indicating to someone that an object was in one place when really it was in another) when providing the deceptive information in a nondeclarative manner (e.g., by waving a cardboard arrow as opposed to the more typical gestural pointing). Both of these response modalities are declarative; yet, when the non-canonical modality was employed, children demonstrated earlier competence. Carlson et al. suggest that by making the response type noncanonical, children were freed from their initial predisposition to provide the class of information they provide in canonical declarative actions (i.e., true information). Similarly, it could be that Clements and Perner's studies reveal correct responses from younger children simply because they have made the response modality noncanonical, and not because they have tapped predicate-implicit knowledge structures.

We believe that what might otherwise seem a relatively minor quibble with a particular data set is noteworthy because it may relate to a somewhat larger problem in applying D&Ps framework. In offering a solution in which a variety of psychological phenomena are related in logical terms, D&Ps have shifted the focus away from distinctions that may be equally interesting, and perhaps more compelling. In the developmental literature, there has been a long-standing distinction between competence and performance (e.g., Chomsky 1986b). (Competence is the supporting knowledge base and performance is the capacity for expression of that knowledge base.) Although the competence/performance distinction could be assimilated into the implicit/explicit distinction, there is an important difference. As D&P apply their framework to the developmental literature, the implicit/explicit distinction hinges on the concomitant nondeclarative (predication-implicit) versus declarative (predication-explicit) distinction. By contrast, a competence/performance distinction allows for the possibility that predication may be explicit in the representation, but expression of the predicate might be hampered by resource limitations in the recruitment of executive functions. This is likely to be true when the expression of “Fb” goes against established conventions, as it does in false belief or deception tasks.

The loss of former distinctions would be welcome if a new taxonomy brought us to a deeper understanding of the psychological similarities shared by phenomena previously considered divergent. However, we question whether D&Ps have actually achieved this goal. Many of the proposals that invoke an implicit/explicit distinction are founded on attempts to make sense of apparent dissociations noted in the neuropsychological literature, be it the evidence for two pathways for visual processing (Ungerleider & Mishkin 1982) or the role of the hippocampus in memory (Squire 1987). Although these findings seem to fit into D&Ps framework, this assimilation provides little insight into how their framework is testable different from other related distinctions. For example, might apparently diverse phenomena that share levels of implicitness be expected to show: similar patterns of development, similar patterns of breakdown in the event of brain trauma, similar activation patterns in neuroimaging studies, or similar neural mechanisms in operation? If D&Ps ultimate aim is to highlight functional similarities, a more rigorous analysis of the neuropsychological data has important implications.

There is, of course, a question as to whether the goal is to highlight functional similarities. D&P conclude with the caveat that their “analysis of the meaning of implicit is in itself neutral on the question of whether different systems are responsible for producing knowledge of different degrees of implicitness” (sect. 5, para. 7). If this is the case, many interesting problems that might be addressed within an integrative framework seem to recur. Instead of having myriad implicit/explicit distinctions, are we left with myriad “predication implicit/explicit” distinctions? This is not necessarily a bad thing – their analysis provides an enriched grasp of what we mean by invoking the implicit/explicit distinction, and good guidelines for consistent usage. However, if consistency is all we are after, it could just as easily be maintained by exclusive domain-specific terminology as by expanding under an umbrella term.

In sum, it troubles us a little that in support of their framework, D&P may have incorporated evidence that need not be thought of in terms of the implicit/explicit distinction and that they have not provided enough of a rationale for assimilating data that do not in themselves suggest a more complex implicit/explicit framework. Despite these reservations we certainly share the intuition that use of the term “implicit” is not coincidental; undoubtedly, the natural meaning of the term underlies its initial adoption in a variety of research domains. Perhaps this is indeed the result of something ubiquitous in each of the situations. The question is worth asking and the proposal on offer is a bold step toward a lofty goal.

Representation and knowledge are not the same thing
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Abstract: Two standard epistemological accounts are conflated in Dienes & Perner's account of knowledge, and this conflation requires the rejection of their four conditions of knowledge. Because their four metarepresentations applied to the explicit-implicit distinction are paired with these conditions, it follows by modus tollens that if the latter are inadequate, then so are the former. Quite simply, their account misses the link between true reasoning and knowledge.

Dienes & Perner (D&P) deserve credit for their dual focus in setting out an epistemological account of knowledge for direct application in current psychology. This dual focus is rare. Even so, their account of what it is for an epistemic system to know something is vulnerable to a counterargument in three parts. First, D&P conflate two standard epistemological accounts. Second, this conflation runs through their four conditions (a)–(iii) of knowledge. Third, D&P miss the link between true reasoning and knowledge.

The two available accounts of knowledge are the foundational and causal accounts. Under the foundational account, to know that p requires three criteria to be met: (a) p is true proposition; (b) the knower believes p; and (c) p has a justification available to the knower. Under the causal account, to know that p requires condition (a) alone to be met along with two further conditions: (d) p has a reliable, causal generation in the knower’s mind and (e) there is no other causal process responsible for p's generation in the knower’s mind. The relevance of the accounts for psychology is discussed elsewhere (Smith 1992; 1993; sect. 13). But they are distinct accounts. They share condition (a) with conditions (b) and (c) present in the foundational account and absent from the
causal account, and conversely for conditions (d) and (e). Yet these two accounts are conflated in D&P’s own account with disastrous consequences for their four conditions (o)–(iii) in section 2.1.2.  

Condition (o). The unit of analysis used by D&P is a representation \( R \). This is in contrast to the unit of analysis in both available accounts, namely, a proposition \( p \). According to Frege (1979, p. 129), only a thought (Gedanke) can be true or false. Indeed, Frege (1977, p. 2) specifically denied that a representation (Vorstellung) can have a truth-value. Russell (1964, p. xii) followed suit, characterising a thought as a proposition. D&P have made a category-mistake in treating representation as having a truth-value. There can be an actual representation of a false proposition, such as Australia is a state in Australia (call this \( p \)). What is false is \( p \), not its mental representation. Of course, if this actually is what is being represented, this fact, too, can be formulated as the true proposition What I am now representing in mind is \( p \). Propositions can be true or false, but representations can be neither. For reasons given elsewhere (Smith 1998), representational subjectivity is devoid of truth-value, amounting to a “blind play of representations, less even than a dream” (Kant 1933, AI12).

Condition (i). D&P’s second condition states that “\( R \) is accurate (true).” Which is it? There can be degrees of accuracy, but not truth (Frege 1977, p. 3; 1979, p. 195). Indeed, a “false” representation (cf. “false memory”) can itself be accurate. In a football match, a striker M scores the winning goal. Was this a brilliant header or did M handle the ball? M attests the accuracy of his recollection: a header and no hands. But a TV video replay shows that M did handle the ball. If there can be an accurate recollection of a false state of affairs, this means that accuracy and truth are not the same thing.

Condition (ii). This condition requires a judgment to be made. But a judgment is not just a correct response. Nor is it merely the recognition of truth. Rather, a judgment is the recognition of something as true (Frege 1979, p. 7). This is usually accomplished “by going back to truths that have been recognised already” (Frege 1979, p. 175). In short, any judgment requires a justification whereby the knower links a judgment to other judgments. In the best case, recognising the truth of a judgment by reference to a justification amounts to making a logical link. That is because logic is the science of truth (Frege 1979, p. 128). In fact, children’s reasoning may not be like this because of their non-differentiation of empirical and logical relationships (Piaget 1923; 1968). In short, a judgment requires a justification, and this leads directly to the confusion that undermines condition (iii).

Condition (iii). This condition requires a representation to have a reliable causal origin “which when made explicit serves to justify the claim to knowledge.” As such, this condition conflates the foundational account, which includes criterion (c) above but not (d), with the causal account, which includes criterion (d) above but not (c). There is a further confabulation of the causal and the logical. Frege (1979, pp. 2–3) pointed out that thinking always has causal antecedents. It is for empirical psychology to identify these antecedents. But this admission leaves untouched the logical reasons that tether one judgment to another. If the capacity to make judgments develops during ontogenesis, this entails the development of the capacity to give reasons for judgments. It is one thing for adult experimenters to attribute these capacities to children; it is quite something else to ascertain which reasons children actually give, whether psychological or logical (Smith 1999b).

In general, two individuals cannot have the self-same representation. So they cannot have the self-same knowledge. Yet the Pythagorean theorem is a public object of knowledge, unlike my idea of the Pythagorean theorem to which I alone have access (Frege 1977, p. 16). D&P’s representational account provides an inadequate analysis of objective (true-false) and intersubjective (self-identical) knowledge, which is publicly available to us all (Smith 1999c). In consequence, D&P’s specification of the difference between implicit-explicit knowledge collapses. That is because each of their metarepresentations (o)–(3) is paired with a corresponding condition in section 2.1.2. Metarepresentations (0)–(3) entail their conditions (o)–(iii), so it follows by modus tollens that if the latter are inadequate, then so are the former.

There is another way, which is to take seriously questions raised long ago by Piaget (1923) about the “study of true reasoning.” How does the notion of truth develop in the child’s mind (Piaget 1995, p. 184)? How do empirical reasons constructed in time develop into atemporal necessities, which are true throughout time (Piaget 1986)? One basis for a psychological answer to these questions can be found in the epistemologies of Frege and Piaget (Smith 1998; 1999a).

### Implicit versus explicit: An ACT-R learning perspective

Niels A. Taatgen
Department of Cognitive Science and Engineering, University of Groningen 9712 TS Groningen, The Netherlands n.a.taatgen@rug.nl
tcw2.ppsw.ru.nl/~niels

Abstract: Dienes & Perner propose a theory of implicit and explicit knowledge that is not entirely complete. It does not address many of the empirical issues, nor does it explain the difference between implicit and explicit learning. It does, however, provide a possible unified explanation, as opposed to the more binary theories like the systems and the processing theories of implicit and explicit memory. Furthermore, it is consistent with a theory in which implicit learning is viewed as based on the mechanisms of the cognitive architecture, and explicit learning as strategies that exploit these mechanisms.

The distinction between implicit and explicit knowledge, memory, and learning is used with many slightly different meanings in the cognitive sciences. Dienes & Perner (D&P) show how these different meanings can be captured by a system in which the natural language meaning of implicit and explicit is used. In a sense, the title of the target article, “A theory of implicit and explicit knowledge,” is misleading. It is rather a theory of how scientists use the terms implicit and explicit knowledge. A real theory of implicit and explicit knowledge should first answer the question of whether it is useful to have the distinction at all (cf. Newell 1973). The interesting point that the D&P theory supports, but on which it fails to capitalize, is that the distinction is not so fundamental after all. It is useful to examine theories that stipulate that the difference is fundamental. According to the systems theory, for example, implicit and explicit knowledge are stored in separate memory systems (Squire & Knowlton 1995). The processing theory (Roediger 1990), on the other hand, supposes that different processes are used to store and retrieve information. The common property of both theories is that they propose fundamentally different mechanisms in the information processing architecture for implicit knowledge on the one hand, and explicit knowledge on the other hand. So why are these distinctions made? They are needed to explain certain empirical phenomena. Most of these phenomena are so-called dissociations that show that implicit knowledge is much more robust than explicit knowledge. Whereas implicit knowledge persists over a longer time period, explicit knowledge is quickly forgotten (e.g., Tulving et al. 1982). Amnesics have lost their ability to retain explicit knowledge, although their implicit memory is intact (Warrington & Weiskrantz 1970). Individual differences in implicit learning are small, whether they are the result of age or intelligence, whereas individual differences in explicit learning are large (e.g., McGeorge et al. 1997). These empirical results are part of the reason we can talk about implicit versus explicit knowledge instead of just conscious and unconscious knowledge. These are the data that need to be explained by a theory of implicit and explicit knowledge. Neither the systems nor the processing theory is entirely satisfactory; they propose separate mechanisms to explain the distinction. A unified account would be preferable.

Unfortunately, D&P’s theory offers only some starting points...
for a unified explanation. In my view, a proper account of implicit and explicit knowledge should start with a theory of implicit and explicit learning, because the explicitness of knowledge, as D&P indicate, depends on the content in which it is acquired, and whether or not this context is retained. A useful approach is to view the distinction using the ACT-R architecture (Anderson & Lebiere 1998). ACT-R is a cognitive theory implemented in a simulation system that can be used to model performance and learning on individual tasks. The architecture encompasses several learning mechanisms. For example, one of the learning mechanisms keeps track of how often certain information in memory is needed, and adjusts certain activation parameters accordingly. The learning mechanisms, however, are all quite primitive: there is no mechanism that performs analogies or other complex forms of reasoning (as opposed to its predecessor, ACT*). To perform complex reasoning, the system needs additional knowledge, which has to be applied in a goal-driven fashion. So to gain new knowledge by using analogy, an explicit analogy goal has to be posed, and procedural knowledge needs to be supplied to retrieve an example and find the appropriate mappings.

The learning mechanisms of the architecture take care of the fact that the results are stored and evaluated for their usefulness. Implicit learning seems to correspond very well with the learning mechanisms in the architecture. These mechanisms are always at work and are not directly related to the current goals of the system. Because they are not tied to the goals of the system, they are not directly available to consciousness. Explicit learning, on the other hand, is tied to goals, and is dependent on procedural knowledge. This means that a certain type of explicit learning is only possible if the proper knowledge is available. This also explains why individual differences in explicit learning are so large. It also implies awareness, because the acquired knowledge is associated with a learning goal. I have shown (Lebiere et al. 1998; Taatgen 1999), that this way of looking at the distinction allows explanations for several of the implicit learning phenomena. This theory also avoids a binary distinction between implicit and explicit learning; explicit learning is just a clever way of processing information so that the implicit learning mechanisms pick up the right information. In a sense, all learning is implicit learning.

At this point it is useful to compare this account to D&P’s theory. According to D&P, information is more explicit as more information about its justification and attitude is available. In the ACT-R account, information is explicit if there is a learning goal associated with it. This learning goal may serve as a source of justification, because it contains information on the success of the goal, and may also point to other contextual information, like attitudes.

D&P conceptualize consciousness in terms of higher order thought theory (see sect. 3.1). This equates consciousness with full explicitness up to C3 and focuses on the monitoring aspect of consciousness (D&P n. 11). D&P (sect. 3.4) propose that monitoring defines “willed action” or “nonautomatic processing.”

We agree with this conceptualization. We also agree that automatic processing, as the complement of nonautomatic processing, is defined by the absence of monitoring because processing without monitoring is the single feature common to all automatic processes (Barth 1992). Such processing is best indicated when it takes place, although it is not part of the task requirement. Hence Stroop-like phenomena may serve as indications of automaticity (Tzelgov 1997).

Processing without monitoring does not require full explicitness. This leads to the conclusion that automatic processing is based on unconscious representations. In what follows we challenge this conclusion. Consider the process of reading individual words. The Stroop effect indicates that this may be automatic in the sense of “processing without monitoring.” According to D&P’s analysis, people showing the Stroop effect are unconscious of the representations of the words involved. But are they? It could be argued that under such conditions automatically processed words are processed. The results of Marcel (1983a), which point in this direction are very hard to replicate (Holender 1986). Tzelgov et al. (1997) have shown that in tachistoscopic presentations, the Stroop effect is constrained to trials in which subjects are able to report the word and to subjects who show above-chance recognition memory of the color words. These results imply that automatic processing may be based on conscious representations that are available to conscious (explicit) memory, and thus are, at least in part, content-explicit. Given the pattern of results obtained by Tzelgov et al. (1997), one could wonder what characterizes the representation resulting from automatic processing. It may be that such processing does not result in a proposition that predicates the automatically processed property with the object to which it belongs (Dulany 1991). Preliminary results obtained in our lab by D. G. suggest that this may be true. In a recognition test performed after a test where subjects were asked to report the color-presented words, the number of false positives was significantly higher for synonyms of the presented words than for control words. This is consistent with the idea that a specific property (i.e., meaning) of the words was explicitly represented, but no proposition relating this property to a specific visual form (the word presented) was generated.

D&P contrast automatic processing with willed action. We prefer the term “nonautomatic processing” to “willed actions” because frequently willed actions have automatic components. Vallacher and Wegner (1987) have pointed out that any action can be represented at many levels and that people tend to represent it at the highest level possible, which acts as the highest level “source schema” (Norman & Shallice 1980). Action is monitored at this level. The actions at the subordinate levels are performed automatically if a person is able to do so (Vallacher & Wegner 1987). Suppose that a person who is able to read automatically, as indicated by a Stroop effect, is asked to read a sentence, “The girl looked at the blue sky,” and to decide whether it is true. In this case the sentence is read for meaning. The read sentence, being the monitored entity, is represented explicitly up to the level of C3. However, the individual words of that sentence are read automatically because they are backgrounded to the extraction of the meaning of the sentence (Jacoby et al. 1992). Consequently, those properties of the words that are relevant to the action specified by the preponent schema (e.g., the meaning of the word “blue”) are represented explicitly and result in a proposition(s) that reflect their relevance to the extracted meaning of the sentence (“The sky was blue”). However, no propositions predicating meaning to specific visual patterns (e.g., “this visual pattern means ‘blue’”) are generated. Consistent with this analysis, it has been suggested that in sentences read for meaning only the gist of words is retained (e.g., Sachs 1967). Unpublished findings of D. G. provide direct
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**Abstract:** We apply Dienes & Perner’s (D&P’s) framework to the automatic/nonautomatic processing contrast. Our analysis leads to the conclusion that automatic and nonautomatic processing result in representations that have explicit results. We propose equating consciousness with explicitness of aspects rather than with full explicitness as defined by D&P.

Dienes & Perner (D&P) provide a detailed analysis of representations. They define three components of a representation: C3 – the holder of it (self), C2 – the attitude, and C1 – the content. C1 is further divided into specific aspects: an object, its property (or properties), and a proposition predicating these two. D&P propose that if a given component C1 is explicit, all “lower” components have to be explicit.
evidence supporting our argument: Synonyms of words in sentences read for meaning are more frequently falsely recognized as appearing in the sentences read, than control words. Thus it seems that the meaning or gist of words read automatically (either intentionally as a part of a sentence or autonomously, as in the Stroop task) is represented explicitly. We believe that under such conditions the reader is conscious of the meaning of the words read.

Suppose now that the same person is asked to read aloud each word in a sentence, one after the other. Under such conditions the reading will apparently not be automatic because reading of each word is monitored as required by the task. This will result in full representation of each read word up to C3. In particular, the representation at the content level will include a proposition specifying the processed property (meaning) to a specific visual form – the read word.

To sum up, we believe that the term “consciousness” should not be constrained to explicit representations up to C3. It should also refer to explicit representations of aspects of perceived stimuli – the explicit representation of a specific aspect should be equated with being conscious of it.

Nonautomatic processing characterizes the “deliberative” mode of consciousness (Dulany 1991) and results in propositional representations that are monitored by the self. It parallels the notion of an “awareness event” (LaBerge 1997) that results from simultaneous neural activation of two triangular circuits, each connecting three brain sites, one of them common to both circuits and serving as a control area, in the prefrontal cortex. One of these circuits provides a cortical representation of the monitored “object” and the other, the self.

Automatic processing frequently results in explicit representations of only some aspects of the relevant content; it results in explicit representations of properties represented, but not in propositions that predicate these properties to the perceived stimuli. Such representations reflect an “evocative” mode of consciousness that results in conscious representations that are less than propositional (Dulany 1991) and provide only the “sense of” whatever they represent.

NOTE
1. We prefer the term “nonautomatic processing” to “willed action” for reasons to be discussed below.
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Abstract: Implicit knowledge is perhaps better understood as latent knowledge so that it is readily apparent that it contrasts with explicit knowledge in terms of the form of the knowledge representation, rather than by definition in terms of consciousness or awareness. We argue that as a practical matter any definition of the distinction between implicit and explicit knowledge further involves the notion of control.

One advantage of the natural language meaning of the implicit-explicit distinction as applied to knowledge representations is that it provides a principled explanation for why the implicit is so quiet: It contrasts with the explicit by being in a form that cannot be expressed. Thus, rather than “unconsciousness” being a defining (and then yet-to-be-explained) characteristic of implicit knowledge – as in, “implicit knowledge is just like explicit knowledge, except it’s quiet” – the “unconsciousness” associated with the implicit is a consequence of this indirect representation (see O’Brien & Opie 1999, and their similar distinction between “vehicle” and “process” theories of consciousness). But perhaps a better term than implicit knowledge for capturing this meaning of indirect representation would be latent knowledge, in the natural language sense of “hidden” and “unappreciated.” Such knowledge is not merely implied (and, thereby, completely without effect until made made explicit) by other explicit representations, as in Dienes & Perner’s (D&P’s) bachelor and King of France examples, but rather is indirectly represented because it is distributed over the network of semantic and other (e.g., instance or episodic) data bases. Implicit knowledge as latent knowledge accurately describes the representation resulting from D&P’s preferred mechanism of first-order neural networks for the acquisition, retention, and use of implicit knowledge (cf. O’Brien & Opie 1999); it also accords well with the remarkable demonstrations of such knowledge in the large-scale, associative networks of the Latent Semantic Analysis (LSA) models of Landauer and his colleagues (e.g., Landauer & Dumais 1997; also see Laham 1997).

Implicit knowledge as latent knowledge also accounts for the attraction of instance (or exemplar or episodic) models as explanations for implicit learning, as in Brooks’ (1978) early memory-for-instance account of Beber’s (1967; 1969; 1976) original claims for implicit abstraction of structure in artificial grammar learning. Because the categorical structure is latent in the data, instances, learners will behave in a structured manner, even though they are responding only to the memory for individual instances. As with D&P’s theory, the knowledge of structure is implicit in instance accounts of implicit learning because it is not directly represented (see also Vokey & Brooks 1992; Whittlesea & Dorken 1993).

D&P’s approach emphasizes both implicit and explicit knowledge in the positive sense, but in many of the example domains they discuss, especially artificial grammar learning and context-specific item recognition, an important role for latent knowledge may be to support coming to know in the negative sense (i.e., that something is not, for example, a member of a category or a previously studied list): recognizing, for example, only at a test of face recognition that a test face from a particular minority group (e.g., moustache wearers) could not be a target item because there were no members of that group in the study set, or detecting correctly only at test that a letter string is nongrammatical because it begins with an “X” and none of the grammatical training items did. Because of the possibly infinite number of dimensions of difference between set and non-set members, it would be absurd to suppose that all such dimensions were precomputed and directly or explicitly represented prior to the test. We believe that this test-cued detection of novelty plays a major but unappreciated role in many implicit learning tasks that have focused primarily on hits, rather than on the control of false alarms (see Brooks et al. 1997; Higham & Brooks 1997; Higham et al., in press; Vokey & Brooks 1994; Vokey & Read 1995; Wright & Burton 1995).

D&P acknowledge that direct or explicit representation in their theory (i.e., predication explicitness) by itself does not necessitate conscious access to or awareness of the knowledge so represented (i.e., what they refer to as “attitude explicitness”). As noted, it is also the case in their theory that unconsciousness is a consequence and not a defining characteristic of implicit (latent) knowledge. Thus, as they note in their conclusion (sect. 5), the conscious-unconscious distinction is at best only imperfectly correlated with the implicit-explicit distinction. It is surprising, then, that D&P are willing to put so much weight on such evidence as accuracy-confidence correlations, and the “guessing criterion” as diagnostic, especially of implicit knowledge. At best, such evidence implies that the learner has some attitude-explicit knowledge. Such correlations do not, however, imply that the knowledge responsible for the residual behaviour is necessarily implicit, any more than they imply that the explicit knowledge is necessarily responsible for the behaviour with which it is correlated; inter alia such correlated explicit knowledge could often occur as a consequence of the operation of implicit knowledge, as in our examples of com-
ing to know what something is not, or that it may be present but not be the functional source, as in Allen and Brooks (1991), for example, in which participants given a simple, explicit rule for categorisation still responded to the specific similarity of the exemplars.

The key concern is that demonstrations such as accuracy-confidence correlations or the “guessing criterion” rely on some form of dissociation logic. As we have seen during the last 30 years of research on implicit learning, critics of implicit learning rarely find such demonstrations convincing. For these reasons we have argued recently (Higham et al., in press; Higham & Vokey 1999) that a more useful definition of the distinction between implicit and explicit knowledge involves the notion of control, and a research paradigm that relies on opposition logic based on control (e.g., Jacoby 1991), rather than on dissociation logic based on some measure of explicitness (e.g., verbal report). That is, to be useful, the implicit-explicit distinction must track the automatic-controlled distinction, simply as a practical matter for investigation, if not on logical grounds.
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Abstract: Dienes & Perner argue that the explicit representation of an individual to which a property is attributed requires explicit representation of the attributed property. The reasons for this conclusion are similar to the reasons why another of their conclusions may be considered suspect: A property may be explicit without an explicit representation of an individual or the predication of the property to an individual. We question the latter conclusion and draw connections to neurophysiological and cognitive evidence.

Early in their very interesting explanation of the explicit-implicit distinction and its application to knowledge representation, Dienes & Perner (D&P) consider that different parts of the content of a propositional attitude (property, individual, predication of property to individual, and temporal context/factuality) may be independently represented explicitly or implicitly. To help systematically organize how knowledge representations may be explicit or implicit, they argue for limits in the possible combinations of explicit and implicit parts of represented content. In particular, an important limit (especially for research on subliminal priming) is that a property may be explicit while the individual and predication remain implicit, but the individual and predication cannot be explicit without an attributed property also being explicit. Alternatively, we suggest that property, individual, and predication cannot vary independently in explicitness-implicitness and that assessments of direct-test performance in subliminal priming research do not actually demand that they do vary independently.

D&P use a pointing-response example to illustrate why explicit representation of an individual to which a property is attributed requires explicit representation of the attributed property. When a person must point to one of two alternatives to indicate which has a particular property (e.g., which has the property of being-a-cat?), pointing to one of the two objects in response to the question necessitates explicit representation of the relevant individual object. In addition, in terms of the knowledge that a person must bring to bear in this task, the attributed property must also be explicit, because the person must explicitly represent the potential attribution of the property to each individual (go into a cat or no-cat state for each individual) to make the correct choice and respond appropriately. Note that the knowledge in the representations that are used reveals what is explicit, rather than what is explicit or implicit in the outward behavioral response. We agree with this suggestion.

However, D&P use another example to illustrate the possibility of an explicit representation of a property without explicit representation of an individual or predication of the property to an individual. When a person must simply name an object in front of him or her (e.g., “cat”), the response necessitates explicit representation of the property (e.g., being-a-cat). But, must the individual or the predication also be explicit? D&P say no, despite the logical possibility that an individual and a predication may be explicit in the internal representation without being explicit in the overt behavioral response. Indeed, we suggest that, as before, what is important is the knowledge in the representations that are used to produce an accurate response (rather than what is explicit in the outward behavioral response). In terms of the knowledge that a person must bring to bear in this task, the individual and the predication of the property to the individual must also be explicit, because the person must explicitly represent the individual to go into a cat or no-cat state as it applies to that particular individual (as distinguished from any other – previously or subsequently encountered – individual). Otherwise, it is not clear why the knowledge that a person must bring to bear (for accurate task performance) is used as a critical factor in the pointing example but not in the naming example.

We suspect that explicit representation of an individual (and the relevant predication) is required for explicit representation of a property attributed to it. Thus, the first three elements of content may be all or none, in that all three must be explicit if one of them is. (We should note, however, that we do not take issue with the claim that factuality, attitude, and self may be independently explicit or implicit, compared with the first three elements of content.)

As an aside, neurophysiological evidence may seem to provide, at first glance, an example of a property (alone) being represented explicitly. Certain visual features of the same object (e.g., motion, color, shape, etc.) have been shown to be represented independently in different early streams of primate visual cortex (e.g., DeYoe & Van Essen 1988; Munsell & Newsome 1987; Zeki 1978). Independent explicit representation of such features (properties) of the same object (individual) may seem to imply the absence of an explicitly represented object to which the features are associated (i.e., an explicit representation of a common object to which the features are associated would seem to violate the independence of the features). However, even in such early visual representations, some explicit information about the object to which a feature is associated (e.g., at least its retinotopic location) must be represented or else there would be no way to eventually bind independent features to the correct, common object (as distinguished from other possible objects). Thus, even in such cases, the explicit representation of the property entails explicit representation of individual-specific information.

Is the possibility of explicit representation of a property without explicit representation of the individual or predication critically important for applying the explicit-implicit distinction to the cognitive literature? D&P suggest that it is important for distinguishing “direct-test” procedures used in subliminal priming research. For example, they describe Marcel’s (1983) procedure of asking whether a word (any word) was present or absent as requiring an explicit representation of a predication of the property “word” to an individual (i.e., the stimulus event). We agree. But, according to D&P, that procedure should be differentiated from asking which of four color words was presented (Cheesman & Merikle 1984), for example, because the latter procedure should be understood as requiring only the relevant property (e.g., blue) to be represented explicitly; no explicit predication of the property to an event is required to provide an answer to the question.

Commentary/Dienes & Perner: Implicit and explicit knowledge
Abstract: Limitations of Dienes & Perner’s (D&P’s) theory are traced to the assumption that the higher-order thought (HOT) theory of consciousness is true. D&P claim that 18-month-old children are capable of explicitly representing factuality, from which it follows (on D&P’s theory) that they are capable of explicitly representing content, attitude, and self. If 3-year-olds are capable of explicitly representing factuality, whereas the HOT theory describes entailments from self to factuality, but not vice versa. However, we would suggest that, in terms of the knowledge that many of Dienes & Perner’s (D&P’s) arguments about the distinction between implicit and explicit knowledge follow in a fairly straightforward fashion from the assumptions stated in their target article, namely, (a) that knowledge should be analyzed according to the representational theory of mind, (b) that some version of the higher-order thought (HOT) theory of consciousness is true, and (c) that action control can be explained by Norman and Shallice’s (1980) notion of a supervisory attentional system (SAS). Unfortunately, these assumptions yield incompatible inferences, implying that at least one of them is false.

Assumption (a) provides the basis for D&P’s partial hierarchy of explicitness, wherein attitude explicitness entails content explicitness, but not vice versa. However, let us examine what happens when this partial hierarchy is considered in connection with assumptions (b) and (c) and offered as an account of behavioral data. According to the HOT theory, consciousness of something is tantamount to having a higher-order thought that I am conscious of it. In support of this theory, D&P suggest that “it is inconceivable that one could sincerely claim, ‘I am conscious of this banana being yellow’ and at the same time deny having any knowledge of whether one sees the banana, or hears about it, or just knows of it, or whether it is oneself who sees it, and so on” (sect. 3.1, para. 2). Now, given that the statement being analyzed (“I am conscious of this banana being yellow”) refers explicitly to both self (“I”) and attitude (“am conscious of”), it is indeed difficult to imagine such denials, but in this instance, the proposal seems almost tautological.

D&P’s subsequent sentence is more substantive, and more to the point: “That is, it is a necessary condition for consciousness of a fact X that I entertain a higher mental state (second-order thought) that represents the first-order mental state with the content X.” In this rendition, however, the theory is much less compelling, especially from a developmental perspective. For example, it is hardly inconceivable that 3-year-olds could be conscious of a fact (“There are pencils in the Smarties box”) without being conscious of their attitude (belief) or being conscious that they themselves are entertaining the attitude toward the fact (Zelazo 1996; Zelazo & Zelazo 1998). Nonetheless, this is exactly what D&P are claiming; indeed, following Carruthers (1996), they appear to be claiming that it is impossible for an organism even to be capable of conscious predication in the absence of what is essentially a theory of mind.

This analysis fits with D&P's account of the declarative-nondeclarative distinction (sect. 3.3). According to D&P “declarative knowledge represents predication and factuality explicitly, thus qualifying for conscious access” (sect. 3.5). On this account, if we were to find an instance of declarative knowledge, then this knowledge would be conscious and it would be inconceivable that its holder might be unable to access an explicit representation of attitude and self.

At this point, one might begin to wonder whether this version of the HOT theory undermines D&P’s partial hierarchy of explicitness (because the hierarchy describes entailments from self to factuality, whereas the HOT theory describes entailments from factuality to self), but the real limitations of D&P’s theory are revealed when they turn to developmental data. After establishing that even 18-month-old children are capable of representing knowledge in a fact-explicit fashion (sect. 2.1.1; also n. 6), from which it follows that they are capable of explicitly representing content, attitude, and self, D&P attempt to use the partial hierarchy to account for age-related differences in action control. In the example cited, 3-year-olds perseverate on the dimensional change card sort (DCCS). In the DCCS, children are first told to sort cards according to one dimension (e.g., color, “Put the blue ones here; put the red ones here”) and then to switch to another game (e.g., shape: “Put the flowers here; put the boats there”). Regardless of which dimension is presented first, 3-year-olds typically continue to sort by that dimension despite being able to answer explicit questions about the new rules (e.g., Zelazo et al. 1999).

D&P suggest that 3-year-olds cannot switch because of a failure of the SAS (“Without SAS the once-learned colour sorting rule is dominant and will suppress execution of the new rule” sect. 3.4, para. 4). The SAS controls schemata via their content and hence requires explicit representation of that content. But D&P also suggest that SAS requires explicit representation of that content. But D&P also suggest that SAS requires attitude-explicit representations: “To avoid confusion, this content must be explicitly marked as being not factual (i.e., explicit representation of factuality), but something that is desired or intended (explicit representation of attitude)” (sect. 3.4, para. 5). D&P then imply that children at this age fail to represent content and attitude explicitly.

Three-year-olds are clearly capable, on the D&P account, of explicitly representing factuality. And in the case of the DCCS, when they are asked directly, children can state the new rules, so their knowledge of these rules is clearly declarative. However, if 3-year-olds represent the rules in a fact-explicit fashion, then according to D&P, they should be able to represent attitude and self explicitly. How, then, can the claim be made that 3-year-olds are restricted to content scheduling on the basis of the “vehicle” features and so cannot control schemata via their content? When combined with HOT theory, D&P’s partial hierarchy of explicitness appears unable to explain the well-documented developmental changes in action control that occur after 18 months of age (see chapters in Zelazo et al. 1999). The implications of D&P’s account of explicitness and consciousness contradict the implications of their attempt to invoke Norman and Shallice’s (1980) model. Something has to give, and we suggest that the HOT theory is the most troublesome assumption.

The card sorting examples (e.g., Zelazo et al. 1995; 1996), and the presence of age-related abulic dissociations in general, challenge D&P’s unitary conception of consciousness. On D&P’s ac-
count, there are levels of explicitness, but access consciousness of a representation is something someone either does or does not have [see Block: On a Confusion About a Function of Consciousness’ BBS 18(2) 1995]. Any representation that is (at least) fact-explicit is conscious, whereas any representation that is fact-implicit is unconscious.

An alternative is to postulate levels of consciousness (Zelazo & Zelazo 1998). Three-year-olds who verbally answer explicit questions about the post-switch rules in the DCCS are clearly in some sense conscious of the rules they describe, but there is another sense in which they fail to reflect further on their conscious state, as shown by their failure to select the rules for action. According to the levels of consciousness (LOC) model, there are four major age-related changes in action control from birth to the end of the preschool years that are explained by increases in self-reflection. Self-reflection occurs via a functional process of recursion whereby the contents of consciousness are fed back into consciousness so that the contents of consciousness at one level (or moment) become available to consciousness at a higher level. With each new level of consciousness, children are able to exercise a new degree of control over their behavior because they can formulate rule-governed actions of greater complexity and can maintain those rules in working memory, as captured by the Cognitive Complexity and Control theory (Frye et al. 1995; Zelazo & Frye 1997). This approach allows us to account for age-related changes in action control in tasks such as the DCCS and to trace the development of adult-like consciousness using very few theoretical tools.
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Abstract: In this response, we start from first principles, building up our theory to show more precisely what assumptions we do and do not make about the representational nature of implicit and explicit knowledge (in contrast to the target article, where we started our exposition with a description of a fully fledged representational theory of knowledge (RTK)). Along the way, we indicate how our analysis does not rely on linguistic representations but it implies that implicit knowledge is causally efficacious; we discuss the relationship between property structure implicitness and conceptual and nonconceptual content; then we consider the factual, fictional, and functional uses of representations and how we go from there to consciousness. Having shown how the basic theory deals with foundational criticisms, we indicate how the theory can elucidate issues that commentators raised in the particular application areas of explicitation, voluntary control, visual perception, memory, development (with discussion on infancy), theory of mind [TOM] and executive control, gestures, and finally models of learning.

R1. Deconstructing RTK (representational theory of knowledge)

Several commentators have criticised us on points that seem to be consequences of our adopting RTK as a frame-work for our exposition. In fact, we had not explicitly used RTK (or RTM; Representational Theory of Mind) in our original draft. We introduced it in a revision with the aim of providing readers with a familiar framework detailing the elements of propositional attitudes, without wanting to buy into the usual interpretation of being like language (Fodor 1975: “A language of thought”). In other words, our strategy (as it finally appeared) was top down, to start with the most explicit and elaborate human understanding of knowledge and then decompose it into its elements. Since the starting point is highly permeated with language, this created the wrong impression of what we are trying to achieve. So, we take to heart Gall’s admonition that we rely too heavily and too early on RTK and Carlson’s advice to invert our focus.

So, we now try to trace our enterprise in the opposite direction, from the bottom up. This may help allay some of the fears about the core assumptions underlying our analysis. To overview the issues: Whether we start top down or bottom up, we do presume that having knowledge or holding a belief involves explicit representation, and to that degree we hold a representational theory of knowledge. A fully fledged RTK holds that one can know a proposition p only if p is itself explicitly represented. Thus, for fully explicit knowledge, we hold that RTK is strictly true. For implicit knowledge, we also hold there must be explicit tokening of some representation. But in contrast to RTK, we allow implicit knowledge that does not consist in a representation tokening the full proposition p. It is only to that degree that our framework is not a RTK. Our commentators must bear in mind that subscribing to these assumptions does not entail subscribing to all other assumptions of a Fodorian world view, for example, the assumptions of RTK to which we do subscribe can be (perhaps should be) held even by a rabid connectionist, a point to which we return in section R7 below.

R1.1. Overly linguistic

Several commentators complained that our analysis of implicit-explicit knowledge is too linguistic (Carstairs-McCarthy, Pietroski & Dwyer, Jiménez & Cleeremans) and anthropomorphic (Mercado & Murray) because we are relying heavily on the representational theory of mind (RTM) or knowledge (RTK). It is true that we start from an analysis of ordinary language expressions about the mind (that’s what philosophers of mind are mainly engaged in). But this starting point is hard to avoid. Even behaviourists usually rely on anthropomorphic descriptions of what the animal is doing: pressing a lever, jumping through a hoop. Of course, as research progresses it moves away from that starting point and develops better analyses for the specific matter of investigation. On occasion, however, it is important to remind oneself of the starting point, because dedicated research often forgets some useful distinctions. For instance, memory research for many years had lost the distinctions that are re-evoked in the implicit-explicit and in the semantic-episodic distinction (Tulving 1985) and that were originally cited by the old masters, for example, Ebbinghaus (1885) and James (1890).

Evidently, these distinctions have been made primarily on the basis of our linguistic distinctions and our phenomenology. There is no reason, however, why these distinctions could not be separated from their linguistic and in-
trospective origins in order to investigate the presence of these processes in non-linguistic animals. One example of such an enterprise is the work of Dickinson (e.g., Heyes & Dickinson 1993), who asked whether or not rats represent propositional attitudes, like their goals and intentions. One of our objectives is to analyse why in the human case of language use, consciousness, voluntary control, directness of tests, and so on (a point appreciated by Evans & Over) tend to go together; this is so that we can design experiments that do not rely on linguistic competence.

R1.2. Causally inert

At the bottom level we are concerned with representations. As a quick definition: representations are states (typically internal) of an organism that are about something (typically the organism's environment). They get their "aboutness" from the fact that they causally govern the organism's interaction with its environment by mapping the relevant distinctions in the environment. They can only map the environment non-accidentally if there is a causal process from environment to representation (e.g., perception). Environmental differences that are reflected (encoded) in the representation are represented explicitly. The interesting thing here is that even if my representational capacities only allow me to make a distinction between lion and (domestic) cat which then controls relevant behavior, if the cat in front of me makes my mind go into its cat state, then that state represents implicitly that there is a cat and not just cat-ness.

Even though it is as implicit as they come, this representation is not causally inert, as Jiménez & Cleeremans, Carlson, and Vokey & Higham (latent knowledge – completely without effect) suggest. What one could say is that implicit knowledge has fewer causal effects than more explicit knowledge, since the latter allows more internal distinctions, which can lead to a greater variety of causal effects. But implicit knowledge is not causally inert! In defence of these claims of causal inertness, one could surmise that these commentators interpreted "implicit knowledge" as referring only to those aspects of implicit knowledge that remains implicit. Since these aspects are not reflected in internal differences, they cannot have any causal consequences for behaviour – such appears to be the reasoning that leads these commentators to claim causal inertness. However, even this is not quite right. The reason the implicit aspects are "represented" at all is that they are involved in the causation of the internal representation: if it weren't for the fact that it was the particular cat that was responsible for my mental "cat" token, then the fact that it was that particular individual, which happens to be a cat, would not be implicit in my explicit "cat." Moreover, the causal role of the implicitly represented individual is also important for the appropriateness of my behavioural effects of the explicit parts, for example, saying "cat" and smiling, as opposed to saying "lion" and running away in fright. If there was no particular individual or if the situation were not real, then my behaviour would be inappropriate. What the implicit-explicit distinction captures is where the causal effects are located: in the environmental setting (implicit) or in the internal distinctions (explicit). It thus captures an important aspect of the substance matter, that is, how different kinds of knowledge can be used, and is not just a theory of how scientists use the terms, as Taatgen suggests.

R1.2.1. The implicit piggybacks on the explicit.

At this point one may also wonder whether O'Brien & Opie's "implicit knowledge contents piggyback on the explicit" is an accurate characterisation of our position. One interpretation of this is that implicit aspects depend counterfactually on explicit aspects. True, if there were no explicit representation of lion versus cat then there would be no aspects implicit in anything. However, if the source of the implicit aspects – that is, the fact that the particular individual is the cause of the explicit distinctions – did not exist then there would be no explicit distinction. So the explicit is also piggybacking on the implicit.

R1.2.2. Explicit individuals with implicit properties.

The causal role that properties and individuals play in knowledge formation provides a good context for addressing the question of whether there is such an implicit-explicit hierarchy that properties can be explicit, with individuals as the carriers of that property remaining implicit, but not the other way around. As Barber correctly observes, the main purpose of our analysis is to lay open the possible elements according to which knowledge can be implicit or explicit. Nevertheless, we also had the intuition that not all combinations are possible and tried to formulate a partial hierarchy. Barber agrees with our intuition that there is some asymmetry but challenges our specific proposal with a counterexample. In his variant naming game, the player is confronted with several individuals of whom one is being highlighted at each turn. The player just identifies the particular individual explicitly (mentally as well as verbally), but makes no internal distinction concerning the property of being highlighted. The player relies implicitly on the fact that his identification is being taken to refer to whatever is being highlighted.

We agree that this is an intriguing counterexample and our answer is not one of the two nonviable options anticipated by Barber. Rather we wish to point out that the counterexample only seems to work with specific properties such as being highlighted, which is not primarily a property of an object but a property that describes the interaction between the object and the players of the naming game. The lesson we take from this observation is that whether or not something can be left implicit depends on the causal relationship between these aspects and the observer (game player). Because the highlighting causes the player to attend to the particular individual, the property of being highlighted can be left implicit. In general, however, there remains an asymmetry between individuals and properties: it is necessary that some property be represented explicitly, namely, the one that individuates the object in the observer's mind, before any individual can be identified.

Westerberg & Marsolek deny that either the individual or the property can remain implicit, because in the naming game the player must represent that "cat" applies to that particular individual, and in the subliminal Stroop experiments one must represent which colour word was presented in that trial. Our point, however, is that if one does not predicate the perceived properties of any particular event or individual but simply answers with whatever colour first comes to mind, one can do better than chance because the most recently presented colour word makes it more likely that it comes to mind first. The subject then makes an inference, attributing the colour to a particular
trial, but this inference occurs some time after the moment of perception itself.

The physiological evidence mentioned by Westerberg & Marsolek is that visual properties are encoded separately and later bound together (predicated of a single individual); this illustrates the possibility that on occasion the property information alone might make it into higher brain regions, without the binding information. This could still have some behavioural effect, whereas if the property information is lost and only the binding marker survives then it is hard to imagine what behavioural effect this could have. In early vision, location is initially coded property-structure implicitly in spatiotic feature maps where there is no single representation for a particular location, but many location-feature representations. Hence the individual is not coded explicitly, but binding to an individual object is still possible at a later stage of processing, as the result reported by Bridgeman suggests.

R1.3. Property-structure, predication and non-conceptual content (NCC)

How does nonconceptual content (NCC) fit into our framework, Brinck asks. NCC bears an interesting relation to property-structure implicitness. Chrisley (1996) defined NCC as content that is not entirely composed of constituents that meet the generality constraint (the constraint that constituents can freely recombine with each other). A representation that carries NCC with constituent structure would thus be property-structure implicit. Suppose the nonconceptual content in question was green and small, which is NCC if the constituents do not satisfy the generality constraint. So green and small is not represented by an all-purpose green token concatenated with an all-purpose small token. Thus, the structure of being green and being small is not made explicit by the representation of green and small; it is property-structure implicit. The representational content also meets the definition of NCC given by Brinck because the holder of this content can have it without having the concepts green, small, and so on that we use to describe the content.

On Cussins’ (1929) view, NCC cannot be predicated of an external (conceptually identified) object (since NCC does not necessarily respect the boundaries of such objects). Consequently, NCC cannot have a truth value, because only expressions that predicate properties of individuals have a truth value (Evans 1975) in the classical sense of being able to derive contradictions. This view conforms with Brinck’s characterisation of NCC as having correctness conditions without being able to have a truth value assigned. When this is combined with the claim that NCC is accessible to consciousness and volitional control it poses a problem for our claim that explicit predication is a prerequisite for consciousness and volitional control.

Several theorists take a different view; however, Chrisley (1996), Peacocke (1993), and Bermudez (1995) do regard NCC as propositional and capable of having a truth value (there is a way of predicating that allows this). Thus, on these views, NCC poses no problem for our framework. It may be represented maximally implicitly as a property, or fully explicitly, as a representation of knowing an individual has a certain property (consciously but not verbalisable because the property cannot be conceptualised).

NCC interpreted as structure-implicit representations also makes it clear that our immediate action regulation is based on NCC: Our interaction with the world involves representations that structure-implicitly represent a mix of object properties and features indicating how to act on these objects, because this is the most efficient way of effecting action (e.g., common coding of perception and action; Prinz 1990). Normal action is therefore difficult to verbalise, as NCC cannot be dissected with our concepts. However, under the assumption that NCC is predictable, this, as Brinck observes, allows for the intentional and willful improvement of craftsmanship through perceptual monitoring in the absence of verbal reflection.

Why should verbal reflection come into the picture? We suspect it is because the mention of predication and propositional conjures up images of “language-like representation” as in the analogue versus propositional representations dispute (Kosslyn 1975; Pylyshyn 1973). There is of course some link between the propositional and the linguistic. Linguistic expressions are characterised by a high degree of articulation of their meaningful parts, that is, basic units of meaning (words) are linked by precise rules of concatenation into larger meaningful units (sentences). Images as prototypical analogue representations are meaningful without having any clearly separable parts. For an explicit representation of predication a minimal degree of articulation is needed to link the predicate to its subject. No further degree of articulation is needed for the predicate, however. It could be an image. In any case, in this view predication is something very fundamental and not just a feature of language, as Carstairs-McCarthy puts forward, and it is something of which animals must be capable if they engage in variable binding regardless of their linguistic abilities.

For example, summaries of various features of NCC (Brinck 1997; Peacocke 1993) list the finer grain of visual images as one feature of NCC. Like the detailed imagistic schema of faces by which we are able to recognise so many different people, the content of images consists of properties that can be predicated to objects or events in the world. And because their content can be predicated, this predication and its factuality and eventually our knowledge thereof can be made explicit and consciously experienced, even if they cannot be completely described.

R1.4. Concepts and property structure

In our view, one has a concept of a property only if one has the internal distinction whose function it is to indicate that property. This is defined purely by its semantic/symbolic relation to the world. Hence it is a distinction which is predictable of the particulars in the world that carry the property. However – and Fodor could not object – these conceptual distinctions can only fulfill their semantic function if they are embedded in processes among which other distinctions are made, many of them being non-conceptual and property-structure implicit in a way that cannot be explicated. Since it is implicit, it cannot be coherently addressed for different purposes, which may explain why people give idiosyncratic responses when asked about it and produce incompatible results for different tasks such as rank ordering definitionmatic properties as opposed to rank ordering category instances by typicality, as observed by Hampton. Conceptually defined criterial properties may play little role in typicality judgements.
In this context Hampton raises the difficult question of what properties are structure implicit in other properties. He suggests that all contingent implications, such as being composed of cells containing DNA, are property-structure implicit in bachelor. This seems to go too far, violating the linguistic intuition of what is conveyed implicitly when one says “He is a bachelor.” This does not implicitly convey that he is made up of DNA-carrying cells. To avoid this consequence, we formulated our criterion in terms of meaning. It is not just any supporting fact that makes for implicitness; only the ones “that are necessary for the explicit part to have the meaning it has” (sect. 1, penultimate para.).

The distinction between analytic and synthetic truths has been criticized by Quine (1951). However, the intuition behind the distinction does not go readily away. Keil (1989) has made good use of a distinction between definitional and characteristic features in children’s acquisition of concepts. This distinction underlines the strong intuition that sensitivity to some features but not others is essential for a proper understanding of a concept. As far as we can tell, the question of how to make this distinction is unanswered. We can rely only on our natural linguistic intuition.

One interesting question concerns the role the distinction between defining and characteristic features may play in an “externalist” view of concepts like Fodor’s, in which the concept is purely determined by its semantic relations to a property. One possibility (Keil 1998; Perner 1998) is that defining properties need to be internally distinguished so that the target distinction can serve its representational function. In that case the concept bachelor would necessitate conceptual or nonconceptual sensitivity to maleness and being unmarried but no such sensitivity for detecting the presence of DNA, cells, and so forth. Moreover, despite the required sensitivity to maleness and being married, no definitions in terms of the corresponding concepts need to be formed.

Logical implications are likewise unnecessary for meaning. A mathematician who knows Peano’s axioms does thereby not implicitly know all the truths entailed by them. So, in our definition of property-structure implicitness in the case of Plato’s Meno, where the young boy is led by his teacher to draw out the implications of what he already knows, is (in agreement with Homer & Ramsay) not a case of making property structure explicit. Contrary to Homer & Ramsay, conscious reflection is sometimes not enough to make property structure explicit, as we discussed in the case of NCC. By way of an empirical example (of, as it were, nonconceptual content [NCC] relative to a specific domain and task), Roberts and McCleod (1995) found that people trained under full attention to recognise exemplars of the category, for example, “triangle and red” were equally good with a monochrome display which only showed shapes without colours in reporting triangles as possible instances of the category, but they were rather poor at recognising the triangle as a possible instance after learning with diverted attention.

Contrary to Overskeid’s claim that representing a compound property ipso facto explicitly represents its components, the Roberts and McCleod paper shows that property structure implicitness is not only logically possible but empirically observable. (This can be achieved by representing the components in a context sensitive way; i.e., their only function is to indicate the component when the other components are present; thus, each component is not explicitly represented in itself.)

**R1.5. Factual, fictional, and functional use of representations**

At bottom, a strict separation of representation and functional use is not possible because (by our provisional definition) representations do not just map the environment but also govern the interaction with that environment. A relative separation of representations from their use emerges in more complex systems as the articulation of components increases. Imagine a connectionist robot that can learn to negotiate an environment to get to a particular goal. The representation of the goal may be enmeshed with the representation of the given environment because when the goal changes the robot has to relearn a great deal about the layout of the environment. In this case, there is no systematic internal distinction between the two basic functional uses: beliefs and desires. This distinction is property-structure implicit in a representation in which information about the environment and about where the robot wants to be are inextricably enmeshed. For a system that can flexibly combine knowledge of the environment with its goal, this separation needs to be made by some internal distinction.

Goal devaluation studies seem to show that rats can make this distinction (Heyes & Dickinson 1983). Propositional attitudes, even though they come from a “linguistic” analysis, can be studied in nonlinguistic animals, pace Mercado & Murray and Carstairs-McCarthy.

The necessary internal distinction can be implemented in many different ways, in the philosopher’s favourite metaphor of a belief and desire box, or as functional markers on individual representations. Its prime purpose is to ensure the proper use of the representations. However, since by doing so it also classified the marked representations as representing the organism’s environment or goal, these functional markers (for beliefs and desires) also qualify as procedural knowledge of the distinction between facts and goals. They are not declarative knowledge. To become declarative the markers themselves have to come within the scope of the belief marker. Only then does one know (believe) that something is a fact or a goal.

In the target article we were concerned less about the belief-desire distinction than about the further distinction between factuality and fiction. The problem can easily be seen. With solely a belief-desire distinction I can only know (believe) or want something. I cannot just think of something. There is one special possibility, however: unpredicated properties. Because they are unpredicated they do not describe a fact, hence they remain nonfactual (but they are not exactly fiction, either). The question of how to introduce the factual-fictional distinction properly has recently been discussed by Nichols and Stich (1998, unpublished manuscript) and by Currie and Ravenscroft (in press b, Ch. 5). Nichols and Stich suggest introducing a third box, namely, a possible-world (PW) box (or type of functional marker – perhaps the omission of one of the other two). We thereby gain a functional distinction between factuality and fiction.

We agree that such a functional distinction is at the heart of the factual-fictional distinction (and all hypothetical reasoning, as Evans & Over point out), just as it is for the fact-goal distinction. Hence we agree with Currie that we can
not capture factual or fictional status purely within the content; it can only be captured by the functional distinction. However, as our bottom-up analysis—pursued here—shows, the functional distinction implies a representational distinction; the functional marker makes the distinction explicit, although only as a property without explicit predication. This amounts to predication-implicit procedural knowledge of the distinction. In other words, making factuality explicit means introducing a functional (representational) distinction that has the appropriate effects. Currie’s question only arose because ours was a top-down analysis with RTK as a starting point.

The bottom-up analysis raises another interesting question not apparent in our original treatment. Is a purely functional distinction providing procedural knowledge of the factual-functional distinction sufficient? This question was recently put into focus by Nichols and Stich (unpublished) in a discussion of pretend play. When pretending that this (banana) is a telephone, infants simply switch to a different functional mode concerning the representation, “the banana is a telephone,” without knowing that they are pretending (since the functional use is not registered within the belief box).

Although this is perfectly possible, the intuition among developmental psychologists (e.g., Leslie 1987; Piaget 1945) is that pretence emerges with the knowledge that one is pretending (in some minimal sense). Piaget spoke of the infant’s “knowing smile” as an indicator of this reflective awareness. Moreover, Nichols and Stich’s suggestion puts hypothetical reasoning, including pretence, on a par with the belief-desire distinction. It follows that our pretence should be able to remain as unconscious as our desires. However, although in our many automatic actions we are often unaware of our reasons for doing what we are doing, the same cannot be said for pretence.

Like the developmental intuition, our phenomenal self-insight suggests that pretence (and hypothetical reasoning, etc.) does not occur unconsciously. The fact that we are pretending is always within our belief box. Perner (1991, Ch. 2) – following Leslie’s (1987) analysis of pretence – suggested that the real-hypothetical (i.e., factual-fictional) distinction is based on meta-representational context markers which serve a functional and representational role (see also Sperber 1997 for a similar suggestion). In our current terminology we can say that the factual-fictional distinction does not emerge first as procedural knowledge, but comes directly as declarative knowledge.

Pursuing the option that the factual-fictional distinction consists of a functional distinction within the belief box (or within the scope of the fact marker that distinguishes facts from goals) we can answer another critic. An organism that only distinguishes functionally between facts and goals (belief and desire box) cannot represent the fictional vis-à-vis the factual. For such an organism, Nichols & Uller propose a standard rule – if p is believed then one can add “It is a fact that p” – is perfectly possible but useless, since every occurrence of p in the belief box has the function of being taken as a fact. The dorsal action system may be of this kind, provided it processes propositions at all. The rule, however, fails when it becomes relevant in an organism (or our ventral visual information processing path) that can distinguish between fact and fiction with appropriate functional markers. If that organism encountered some proposition p without a marker, then the rule would be dangerous to apply. The claim is that such propositions can float around in our head (belief box). They constitute implicit knowledge of the fact that p, because they have been properly caused by perceiving p, but their factuality has not been explicitly marked. So they remain factuality-implicit knowledge.

The dependence of the factuality-fiction distinction on markers in the belief box makes the distinction akin to that between temporal contexts: knowing what happens now and knowing what happened earlier. There is some evidence that the ability to distinguish fact from fiction and the ability to represent temporal contexts goes hand in hand. As Boucher points out, explicit representation of time is part of a cluster of abilities that is controversial concerning (1) whether or not animals possess these abilities, and (2) the difficulty autistic children have with this cluster of abilities. There is also evidence from the study of normal development that the ability to pretend emerges at the time children can represent earlier states of affairs to understand invisible displacement of objects (Perner 1991). Our disagreement with Boucher is that it is not clear to us whether explicit representation of time is the driving force behind these new abilities rather than the more general ability to differentiate contexts within the belief box. We also have difficulty seeing how the development of time-keeping mechanisms provides an explicit representation of temporal contexts.

R1.6. From predication and factuality to consciousness

As we introduced RTK into the revision of the target article we also edited the issue of how to define implicit and explicit knowledge. The relevant passage in the original target article clarified how the implicit-explicit distinction – defined for linguistic expressions and representations – applies to knowledge, a transition that Gall found wanting.

Knowledge of a fact or an aspect of a fact is explicit, if that fact or aspect is represented by an internal state whose function it is to covary with it. Other supporting facts or aspects of facts that are not explicitly known but must hold for the explicitly known fact to be known, are implicitly known. (Original draft of target article.)

We refined the notion of knowledge by specifying 4 conditions (sect. 2.1.2). Smith objects to these conditions because in his view they conflate two standard accounts of knowledge. Indeed we did not spell out the relationship between representation and content in any detail; we only indicated it. For example, in the formulation of “(i) R is accurate (true),” the parenthesis is to indicate that “the proposition represented by R is true,” just as Smith suggests. Our four conditions specify primarily the causal account and the information in parentheses or in subordinate clauses indicates how the particular causal condition relates to logical/foundational factors. We can not see why this is objectionable. Our approach, far from conflating two theories of knowledge, appropriately allows a person to believe either theory of knowledge. In any case, however we specify conditions of knowledge, it is difficult to see how that would invalidate what we have to say about the implicit-explicit distinction.

We also argued that making the attitude of knowing explicit requires that the content – in particular, factuality and predication – be made explicit (sect. 2.1.3). Several commentators suggested counterexamples to this claim. Bibby
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\& Underwood point out that one can represent “I know that X has the property Y but I don’t know what Y is,” or, more concretely, one can represent, “I know that this person has a name, but I don’t know what it is.” The commentators then suggest that this would violate the proposed hierarchy because explicit representation of attitude (I know) is possible without explicit representation of what Y is. A violation of the proposed hierarchy would only be a risk if explicit representation of attitude (“I know that this person has a name”) constitutes knowledge of the person’s name without making the name, or the fact that the person has this name explicit. This is like in the naming game where “cat” constitutes knowledge of the fact that the animal in front of me is a cat, without making this predication explicit. The proposed example, however, simply does not constitute knowledge of this kind.

A more plausible case is the “feeling of knowing” or “tip of the tongue” phenomenon: “I know this person’s name, but it won’t come off my tongue right now.” Now this complicates the picture, for this phenomenon introduces a distinction between what one knows long term and what one knows as instantly available. If we construe the “knowing” as long term, then there is no threat to our hierarchy, for somewhere in the mind there is an explicit representation, “This person’s name is Susan.” Construed in terms of immediate availability, the explicit representation “I know that person’s name” does not constitute immediate knowledge of that person’s name; in a similar way, the representation, “He knows that person’s name” does not constitute knowledge of that person’s name. Hence, there is no violation of the proposed hierarchy.

Nichols & Uller mount a different attack on the proposed hierarchy by showing that animals who presumably lack the capacity for explicit factuality nevertheless represent their mental state of perceiving an event explicitly, as shown in the experiments by Cowey and Stoerig (1995) on monkeys with unilateral lesions of the visual cortex. There are two ways in which our analysis can be applied to these findings.

1. We can go along with a rich interpretation that monkeys represent events as visual (explicit attitude) but deny the assumption that monkeys are incapable of explicitly representing factuality. What is the evidence that they cannot? One kind of evidence would be the lack of pretend play. Even anecdotal evidence for such an ability in apes is scarce (Byrne 1995), let alone reliable experimental evidence. This does not mean, however, that apes are incapable of representing factuality. Like children with autism (Lewis & Boucher 1988), whose capacity to represent factuality one does not want to deny altogether, apes may see no point in pretense.

2. We can accept that primates are not able to represent factuality but deny that the study by Cowey and Stoerig establishes that monkeys represent their attitude towards visual events. As Nichols & Uller’s careful formulation of “lights” and “nonlights” already suggests, it could be that in the second part of the experiment monkeys press the “light” button not because they represent that they have seen something, but because of the presence of some event with a certain property, for example, something shiny (which we call light). In their blind field they do not perceive lights as shiny (hence they do not press the “light” button), but they do perceive other properties, such as its position and that it is a button to be pressed. Or the dorsal system deals with predication-implicit representations, and thus has not predicated all the features of an object or event that are distinguished; without the ventral system, the monkey perceives neither objects nor events as coherent entities.

None of the solutions commits us to assuming that the visual system is drastically dissimilar between humans and monkeys, except for the differences inherent in the assumptions. In particular, if we assume (as Nichols & Uller seem to do) that monkeys are incapable of explicit factuality, then unlike in humans, their ventral path evidently does not serve this purpose. Moreover, if explicit factuality is required for consciousness, then the monkey’s ventral path must differ from the human’s in that it does not provide a conscious experience of the perceived events. In other respects, however, the functions of the ventral and dorsal pathways may be the same in these species.

Nichols & Uller present a second counterargument, along similar lines, pertaining to declarative memory in humans and monkeys. In animals, the hippocampus seems to be responsible for creating memory of conjunctions of features that can be dealt with flexibly (Squire 1992), but there is no evidence that it creates memories that declare something to be so. On the other hand, in people, the memories formed by the hippocampus are genuinely declarative. A memory system built for dealing with one-off conjunctions in a flexible way was perhaps the most suitable starting place for evolution to mould a genuinely declarative memory system in Homo Sapiens.

Mercado & Murray also wonder to what extent dolphins have propositional knowledge; and, even if they do not, whether dolphins are able to represent their attitude of uncertainty explicitly. Mercado & Murray point out that dolphins choose to escape from conditions of uncertainty. Does this indicate representation of a propositional attitude? Maybe not: The dolphin may escape uncertainty not because it has represented itself as being uncertain (i.e., not because it has attitude-explicit knowledge), but because of other effects that the uncertainty has on the dolphin, for example, aversive physiological effects. A better way of getting at attitude explicitness in animals may be to train them to respond with different levers when events happen with different long-term probabilities and then see whether the animal can transfer those responses to assessing singular events. The responses then form confidence ratings for the event happening. A similar methodology is used with children to test their awareness of uncertainty in the context of implicit knowledge (Ruffman; Goldin-Meadow & Alibali).

Zelazo & Frye charge that we undermine our proposed hierarchy of explicitness by considering the possibility that explicit factuality might be sufficient for explicit representation of attitude (hence consciousness) because one can infer from something being a fact that one knows it to be a fact (by applying an ascent routine: Gordon 1995). This ability to infer, however, is quite different from the hierarchy of explicitness. We are not claiming that one could not explicitly represent “Fb is a fact” without also making “I know . . .” explicit. Because we are not claiming this, we do not undermine the hierarchy. Our claim is only that although there is the possibility of representing factuality explicitly and leaving the attitude of knowing implicit, it may be difficult to detect actual instances of this because people, when questioned can infer and then explicitly represent their attitude of knowledge for fact-explicit knowledge.
To incorporate consciousness into our picture we rely on the higher-order thought (HOT) theory of consciousness. We are committed to this theory because we cannot conceive of being conscious of some fact without the ability (requiring a higher order mental state) to specify the first-order mental state by which we behold this fact. Zelazo & Frye even find this observation “almost tautological.” Yet, when we capture the generality of this observation in the principle that it is a necessary condition for consciousness of a fact X to have a second order thought about the first order mental state with the content X, they object that it is not very compelling.

O’Brien & Opie are right, HOT (higher-order of thought theory) is a controversial theory in the philosophy of consciousness. To a large degree, this controversy is a result of relying exclusively on phenomenal intuition. This is undoubtedly an excellent starting point but at some point of refinement, introspective intuitions become inconclusive because people tend to have different intuitions. (This was our reaction to Block’s [1995] examples of the separability of access and phenomenal consciousness.) Further progress will require a predictive theory that goes beyond direct intuitions. Implicit and explicit knowledge is such a domain because it ties consciousness (as a particularly strong form of explicitness) to other distinctions such as directness of test ability, voluntary control, and hypothetical reasoning. The main purpose of our contribution is to explain how these various factors relate to one another and form clusters – a point particularly appreciated by Evans & Over. HOT theory does not provide us with these connections, HOT theory only ties consciousness to explicitness of attitude and does not bear the real burden in our project as O’Brien & Opie claim. In fact, our project may help vindicate HOT theory if, with its help, we can make the correct empirical predictions.

Even without a HOT theory of consciousness, we can bring order to the empirical facts including those of artificial grammar learning. If one wishes to treat guesses and forced choice responses as evidence of pre-existing conscious explicit knowledge, knowledge that does not require HOTs (even though conscious) that is fine; it is almost just a terminological issue (as Zelazo & Frye’s “levels of consciousness” suggest). But the facts are that in artificial grammar learning and other paradigms, subjects acquire knowledge about which they lack HOTs (is attitude implicit), and this is exactly what our framework clarifies. It also seems quite natural to call such knowledge unconscious, even though it does affect conscious experience: Task demands lead it to affect conscious experience downstream of processing (e.g., as preferences, but not as experienced knowledge).

With respect to preferences, Bornstein asks whether our framework deals only with propositional knowledge rather than implicit affects or motivational states. Experience can causally influence our affective and motivational states, leading to knowledge of the states’ existence (I know that I have the property of being in state X, where X is liking an object), without there being knowledge of having experienced the object before (i.e., there is no retrieval of the representation formed during the perception of the object: “I see that this object has this structure”). Only a representation of the structure need be formed; it need not be predicated of a particular object at a particular time. For affective states to be altered by visual experience, there is no need to represent having seen the object, or to represent that the affective experience is linked to having seen the object. Thus, implicit representations can (through task demands) ultimately lead to some sort of conscious experience that has its own attitude-explicit representation associated with it even though the conscious experience is not one of knowing.

Tzelgov et al. suggest that even predication-implicit knowledge can be conscious. In support of their claim they cite the results of Tzelgov et al. (1997), who presented subjects with one of eight words for different durations. Subjects showed a Stroop effect only when they could report which of the eight words was at above chance levels. This result is entirely consistent with Cheesman and Merkile (1984) as discussed in the target article – the word report task is a test of objective threshold and can be performed with a predication-implicit representation. Tzelgov et al. claim that the subject is conscious of the word because the subject reported it. The subject is conscious of the word or is at least led to be conscious of it by the task demands, and in so doing forms a relevant HOT (“I guess the word could have been blue”). This occurs, however, as an act of inference some time after the moment of perception, so the perception itself is unconscious (no HOT involving the attitude of seeing is caused by the perceptual act directly). This process corresponds to Dulany’s (1991; 1997) evocative mode of consciousness. The person becomes conscious of something but not of perception per se. Furthermore, the conscious experience arises because of the inferences caused by task demands, not directly because of the predication-implicit representation formed by perception. The experiment by D. G. reported by Tzelgov et al. (using the presence of semantically similar false alarms on a recognition test to indicate the lack of predication during perception) says more about memory than perception. To see this, consider their last thought experiment in which they argue that a person forms a fully explicit representation. If, after a delay, synonyms were given as false alarms more often than control words, would Tzelgov et al. argue that perception was actually predication implicit after all?

R2. Rendering knowledge explicit

Several commentators highlighted the question of how implicit knowledge can be made explicit (Karmiloff-Smith 1992) as an important topic to address. Georgieff & Rossetti ask whether all implicit knowledge can be made explicit, and if not why not. Knowledge in the dorsal stream apparently cannot be. How does this figure in our scheme? As noted by Georgieff & Rossetti, the dorsal and ventral systems differ in more ways than just the implicit/explicit status of the knowledge. It is quite possible that when there are independent systems like this one, implicit knowledge in one system has no means of being made explicit. Perhaps a crucial feature is time, as recognised by Carlson as well as O’Brien & Opie. If a representation is used by the visual system for a short period of time, this may be long enough to exert influence on subsequent processing, but too short to allow predication, factuality, and so on, to be represented. Other representations whose property structure cannot be made explicit are those that carry NCC (nonconceptual content) with constituent structure (thereby providing a counterargument to Homer & Ramsay’s claim...
that knowledge which is property-structure implicit can be made explicit by conscious reflection.

Weights in a connectionist network provide an example of this. Also, within the standard processing assumptions of connectionist networks, there is no easy way for the representational content of weights to be represented as factual or not (Dienes & Perner 1996). Apparent cases of procedural knowledge embedded in weights being made explicit by reflexive abstraction (Homer & Ramsay) could just be additional representations formed by hypothesis testing rather than the content of implicit representations being made directly explicit (“directly” in the sense that the mechanism predicating etc., the property embedded in the weights is so reliable in detecting the right property that it does not need to test whether the property is right). On the other hand, Carlson provides an informative analysis of four different ways in which other implicit knowledge may be made explicit.

R3. Voluntary control

A few commentators noticed that involuntary processes are often associated with conscious experience. Kinoshita, for example, suggests that involuntary recollection poses a problem for our framework because the recollective experience implies the memory is fully attitude-explicit; but, according to us, volition is also associated with full attitude-explicitness. The answer is that according to our framework, a fully explicit representation is necessary for volitional retrieval, but such a representation does not necessarily entail volitional retrieval. Thus, retrieval volition requires consciousness, but conscious awareness of an item having been on the list does not require retrieval volition. Similarly, Tzelgov et al. point out that in a Stroop experiment, reading the word for meaning is involuntary, but the meaning still becomes conscious. Again, on our scheme there is no reason why involuntary processes should not be conscious. We do claim that automatic processes can be unconscious – as shown by the Stroop effects demonstrated by Cheesman and Merikle (1984).

Bibby & Underwood argue the converse point that people can invoke volitional control when their knowledge is completely implicit. Like us, they argue that people could use “compound properties.” Bibby & Underwood describe a certain higher order property that could be used to differentially apply different grammars. The knowledge cannot be completely implicit for control to occur; however, the subject must choose one of the two grammars in some way. One way of doing this is to remember a few sequences from one of the grammars and thus use the remembered sequences to activate the right knowledge (Dienes & Perner 1996). There would accordingly need to be explicit memory of specific items, even if there was implicit knowledge of the grammatical rules. Now, let us assume that the subject has, by task demands or imagination, been able to differentially activate implicit knowledge of the two grammars. We argued that measures of familiarity (e.g., RTs [reaction times] to classify) could be used to indicate whether people were using implicit knowledge or strict volitional control (based on fully explicit knowledge). Bibby & Underwood show that with a two-grammar design, RT need not predict classification performance when implicit knowledge is being used. We agree. One need not use second order effects (it is unlikely that subjects use them) to make this point; for example, subjects could think of a few g1 items to activate g1 knowledge, check the test item for g1; do the same for g2. Since the subject would do a g1 check and a g2 check each time, total RT would be the same for g1 and g2 items. On the other hand, if the subject just does a g1 check each time, RT will correlate with decisions. If the knowledge is not explicit, RT should predict classification in a one-grammar design, so this provides a way of experimentally testing the explicitness of subjects’ knowledge (Buchner 1994). Brinck also indicates how NCC can be applied volitionally: the knowledge can be property-structure implicit, but attitude-explicit, and hence under volitional control.

Vokey & Higham suggest that the implicit/explicit distinction should be defined in terms of control rather than dissociations. We agree that control has an intimate relation to implicit/explicitness, and our article shows why there is such a relationship. We just point out that the opposition logic based on control (e.g., Jacoby 1991) is not independent of or an alternative to “dissociation logic.” For Jacoby, his opposition logic can only be vindicated by dissociations; it is only by obtaining clean process dissociations that one can have confidence that the equations are the right ones for isolating different processes.

Georgiell & Rossetti describe the interesting pathologies that occur when the self is not represented as agent of the action. People suffering from schizophrenia represent themselves as observing the action (hence they are conscious of it). But they do not represent the SAS (Supervisory Attentional System) resolutions as due to the self and hence they experience the action as nonvolitional, an interesting dissociation between volition and consciousness (caused by different representations of agent of action and perceiver of action) that we had not anticipated.

R4. Visual perception

Bridgeman describes a recent experiment showing that information indexing particular objects can be effectively communicated from the ventral to the dorsal visual systems. This indicates that the sensorimotor system uses predication-explicit (factuality-implicit) representations because particular individuals were referenced (and the information was communicated between different systems). This could correspond to Bridgeman’s own explanation in his closing sentence. Alternatively, the ventral system may specify a region of space (not an individual) that the dorsal system can focus on (thus illustrating how different systems can communicate when one of them deals only with predication-implicit representations, contrary to Goldin-Meadow & Alibali’s strict application of our claim that predication-explicitness facilitates communication between different systems). This is in fact the explanation given by Bridgeman and Huemer (1998).

R5. Memory

Goshen-Gottstein argues that our theory has trouble accounting for the pattern of neuropsychological dissociations, experimental dissociations, and stochastic independence observed between direct and indirect tests of memory. We would point out that one must be careful in specifying the information required and actually accessed.
for a particular task. Goshen-Gottstein’s first query concerns how we deal with a patient reported by Gabrieli et al. (1995), who had a lesion in the right occipital lobe leaving performance on direct tests intact, but performance on indirect tests impaired. Goshen-Gottstein points out that if the fully explicit representation is intact (supporting direct task performance), then all lower levels of explicitness have been represented, according to us, so there should be sufficient representations to support indirect task performance, contrary to the data. But in Gabrieli et al.’s patient, the lesion impaired only visual priming; conceptual and auditory priming, for example, were intact. This indicates that the use of representations of visual information was impaired, but not representations of the fact that certain words had been seen on a list. Thus, the direct and indirect tests relied on different facts (involving the visual makeup of a word versus the word itself, respectively), presenting no problem for our account.

Second, Goshen-Gottstein wonders how the independence of test performance from indirect and direct tests (e.g., Tulving et al. 1982) can fit in with our theory; he argues that according to our account $p(\text{indirect/direct})$ should be greater than $p(\text{indirect})$. However, the fact that $p(\text{indirect/direct}) = p(\text{indirect})$ requires just as much explanation even if one subscribes to independent memory systems to explain why explicitly stored information is not accessed by indirect procedures. Thus, we can go along and admit two physiologically separate systems (also like ventral and dorsal visual paths) or have it all in one store. The explanation must lie in independence of access for indirect and direct tests, be it to separate stores or different encodings (e.g., of different information, or the same information with or without fact markers). Anderson et al. (1998) showed how the ACT-R system, using a single interconnected set of memory chunks, can produce as much priming on indirect tests for recognised as unrecognised words. This is because the chunk storing the fact that a word was on the list can be accessed independently of the chunk relating a word and its spelling.

Finally, Goshen-Gottstein argues that the propositional nature of representations implies insensitivity to surface characteristics in implicit memory, yet implicit memory is highly sensitive to surface features. This is a misunderstanding of our position; there is no reason the properties represented about a stimulus and accessed by indirect tests should be restricted to the meaning of the stimulus.

Mulligan makes the related mistake of construing the difference between predication-implicitness and explicitness simply as a matter of richness of encoding. Therefore, he argues, our analysis cannot explain why elaboration during encoding affects conceptual but not perceptual priming. However, predication-implicit/explicitness is not a matter of richness of encoding. Richness of encoding is a matter of property structure (rich, articulated). Thus, one can explain the dissociation between conceptual and perceptual priming because the greater elaboration produces more conceptual primes, hence more activated material in the right part of the semantic network. Also contrary to Mulligan’s claim, we do not assume that the core deficit in amnesia is a problem with conceptual-elaborative processing.

Mulligan wonders whether we will be able to experimentally establish four separate states of awareness associated with memory retrieval, given that the simple distinction between remembering and knowing may be reducible to two-criterion SDT, signal detection theory (Donaldson 1996; Hirshman & Masters 1997). However, neither of the papers cited by Mulligan as undermining the R-K distinction actually argues that the distinction should be dropped. On the contrary, both papers endorse the reality of the distinction; they just call into question some of the evidence for it, while approving of other evidence. We can all introspectively vindicate the difference between recollective experience and familiarity, and between volitional and nonvolitional retrieval. If you subscribe to a representational theory of mind, those different experiences must be accompanied by different representations.

R6. Development

R6.1. Infancy

Poulin-Dubois & Rakison suggest that cognitive development in infancy would be the perfect stomping ground for our theory. So let us briefly (and very speculatively) stomp that ground to show how our analysis can be applied to this field.

In the classic experiments by Baillargeon (e.g., 1987), infants of 4 months-of-age are sensitive not just to visual appearance but to deeper properties at the level of physical causality that Spelke (e.g., Spelke et al. 1995) has described as solidity, connectedness, spatio-temporal continuity, and so on. By 4½ months children also use these “Spelke properties” to individuate objects (Spelke & Kestenbaum 1986). Infants are habituated to something moving behind a left screen, and then without anything appearing in the spatial gap between screens, something appears from behind the right screen. Infants apparently conclude that two objects must have been involved. They dishabituate more strongly to just one object being shown at test than two. This result cannot be explained by mere feature placing (Evans 1975; target article sect. 4.1) of Spelke properties. The infants must have individuated different numbers of objects. However, they need not have explicitly predicated the Spelke properties to the identified individuals. The properties need only have been used to generate the appropriate number of individuals.

That infants may not explicitly predicate perceived properties to identified objects is suggested by a recent finding (Xu & Carey 1996) involving two clearly different types of objects: a blue rubber elephant and a red toy truck. However, the two objects move out alternately from behind a screen so that on the basis of visuo-spatial continuity there could be just one object. Not before 12 months of age do infants conclude that two objects must be involved. A possible explanation is that although the younger infants use the Spelke property of continuous spatio-temporal movement to individuate a single object, the additional properties of being red and a truck and at other times of being blue and an animal are not predicated of that object. Hence they cannot derive a contradiction which would lead them to realise that two objects must be involved.

R6.2. Theory of mind and executive control

Sabbagh & Clegg query the interpretation of the finding by Clements and Perner (1994) in terms of implicit knowledge of false belief. In this study children listened to a story
about a protagonist who mistakenly thought that a desired object was at location A when in fact it had been transferred to B. At about three years most children look to A in expectation of the protagonist reappearing there, but when asked where the protagonist will reappear they point to B. This has been interpreted by Clements and Perner as showing that an implicit understanding of where the protagonist will reappear (looking in anticipation) precedes an explicit understanding (answer to question). Sabbagh & Clegg suggest — by analogy with children’s difficulty with deceptive responses (Carlson et al. 1998; Russell et al. 1991) — that the young children lack the executive control to inhibit the initial predisposition to provide the usual (i.e., true) information for canonical declarative actions. It is not quite clear, once children understand that the protagonist will reappear at A, why children should have a strong “canonical” disposition to point to the wrong location, B, when asked where the protagonist will look for the object. It is also unclear why looking should be a less canonical response mode for expecting someone’s reappearance (looking is not elicited as an answer to the question) than a pointing response to a question.

There are other similar possibilities, however, that pointing to B (or verbally indicating B) is not an answer to the question at all but a helpful gesture to direct the protagonist to the changed location (it is unlikely that looking would serve that purpose) and children lack the executive control to suppress these helpful pointing tendencies. This possibility is also supported by a rapidly growing literature (review by Perner & Lang, in press) showing that children’s ability to respond correctly on the false belief test is linked specifically to advances in executive control. For several reasons, however, this is an unlikely explanation for the results of Clements and Perner.

In a follow up study (Clements & Perner 1997) several new conditions were used (Ruffman mentions further controls for this finding and Sabbagh & Clegg’s worry that everybody is transfixed on an implicit-explicit explanation is unwarranted). For example, children had to move a mat to where the protagonist would reappear. Children who responded spontaneously moved it correctly more often to A (as often as they looked toward A) compared to those who deliberated and moved it hesitatingly. Why should executive control fail for deliberate responses and succeed for rash ones? This result is instead compatible with the literature on dissociations between implicit and explicit knowledge.

Another reason the executive control explanation is not convincing comes from the findings of Hughes (1998) and ongoing research by Perner and Lang (1999): The strong correlation between the standard false belief task and executive control tasks is also observed for the “explanation” variant of the false belief task (Bartsch & Wellman 1989). Children observe the protagonist looking in the wrong place and have to explain why he did so. It is unlikely that children have a natural, difficult to suppress tendency to give wrong explanations or none.

An interesting question then remains: Why does understanding false belief develop in step with improvements of executive control? Perner and Lang (in press) identified several theories in the literature to explain this fact. One of them (Perner 1998) relates to our analysis of the implicit-explicit distinction. Although we did not develop this theory in the target article, Zelazo & Frye reconstruct it in completely from the relevant but patchy parts in section 3.4. As they correctly point out, the theory makes use of two levels of control: contention scheduling (automatic control) and the supervisory attentional system (SAS). Norman and Shallice (1986) specify this distinction mainly in terms of a list of “SAS” tasks (novel actions, inhibition of existing habits, etc.) for which the SAS is required without specifying the particular information processing characteristics of the SAS. Perner (1998) drew on the distinction between action schemata as representational vehicles and their representational content and suggested that automatic control operates solely at the level of the vehicle, while the SAS directs control on the basis of representational content. Moreover, in order to represent these content specifications without creating confusion the SAS needs to mark them as something “desired,” which requires some minimal theory of mind. As Zelazo & Frye correctly point out this level should be achieved at 18 months (or even earlier — a period for which there are not enough data available).

What was not mentioned in the target article (only in Perner 1998) is that for certain SAS tasks, those that require “executive inhibition” (Perner et al. 1999) a higher level of theory of mind is needed. The SAS also has to be concerned with the fact that the representational contents are carried by causally efficacious representational vehicles (i.e., the SAS needs to meterepresent the existence of action schemata as representational vehicles) in order to understand the need of inhibition: Prepotent action tendencies need to be actively inhibited because they make one act (causal efficacy) even though one does not want to act that way. The same understanding is required for the false belief task: a belief can make people look in places they really do not want to look. For that reason — according to theory — the false belief task is mastered at the same age as executive inhibition tasks such as the DCCS (dimensional change card sort) task as the data of the commentators themselves show (Frye et al. 1995).

R6.3. Gestures

Goldin-Meadow & Alibali point out that gestural expressions of reasoning processes when solving mathematical equations, for example, are not at the same level of implicitness as anticipatory eye movements in the false belief task. We agree, but perhaps for slightly different reasons. One should indeed not set visual orienting responses on a par with manual gestures, and manual gestures can indeed be put to quite different uses. In the false belief experiment the manual gesture of pointing serves as a declarative act, just like saying “there,” in order to communicate the relevant information. In contrast, in solving math problems, the gestures are not intended to express or communicate anything. So we agree with the expectation for one of the proposed experiments: making speakers aware of their gestures will restrict them to expressing fact-explicit knowledge.

However, the predictions for the other experiment with the eye tracker seem less clear. The eye gaze measured in the false belief experiment is an orienting response: the child looks toward the location (A) where the protagonist mistakenly thinks the object is because the child expects the story protagonist to make an appearance there. The looking is an integral step in how the child interacts with the story events. Without looking toward A the child would not see
the protagonist. In contrast, gestures accompanying math problems are not integral in the same sense. As Goldin-Meadow & Alibali point out, they are “symbolic,” certainly in the sense that they map a thought process without being part of that process. The problem with these commentators’ prediction about eye gaze patterns is that in the context of the math problems eye gaze might serve the same purpose as manual gestures of mapping thought processes without being an integral part of them. Hence, eye gaze patterns in this task may be as predication-explicit as manual gestures according to these commentators’ argument.

Part of Goldin-Meadow & Alibali’s argument as to why the knowledge underlying gestures is predication-explicit rests on the observation that knowledge expressed in gestures is often also used for generated solutions later. This can be explained as a piece of knowledge getting hold of different response modalities. This kind of “accessibility,” however, does not require predication-explicitness. Explicit predication is required when one part of the system is looking for a particular kind of information that exists in another functionally unrelated part. Hence, the more relevant evidence for predication-explicitness is that children rate solutions that conform to their gesturally expressed knowledge as more reliable than their solutions that conform to unexpressed procedures. However, these confidence ratings suggest that gesturally expressed knowledge is not only predication-explicit but also factuality-explicit, that is, there is some awareness of the gesturally-expressed knowledge being reliable to some degree. This underlines the contrast with anticipatory looking in the false belief task according to the data of Ruffman: Children rate the solution expressed by their anticipatory looking as having zero probability (Ruffman et al. 1998).

Alibali & Koedinger wonder in this context, what advantage accrues from thinking about procedural knowledge as a “fact.” This question smacks of a misreading of what we mean by these terms. We are in no way concerned about whether or not the existence of some procedural knowledge is a fact. Rather, we are concerned about whether knowledge (embedded in procedures or otherwise) represents (see sect. R1.5 of this response for refinement) a fact as a fact or not. For example, there is the fact that for \( y = 2x + 1 \) and \( x = 5 \), \( y \) equals 11. A calculator knows this purely procedurally. Given the equation and a value for \( x \), it will spit out “11.” It does not know that this underlying regularity is a fact, that is, it could not pretend that the answer is 12, or provide a confidence rating for the answer “11.” That is one reason why the ability of adults to provide higher confidence ratings for solutions conforming to gestured procedures than for solutions conforming to ungestured procedures indicates factuality-explicit knowledge.

Moreover, Alibali & Koedinger suggest that the findings on gestured versus verbalised knowledge of procedures can be satisfactorily modelled within ACT-R by the differential activation of declarative chunks. Weakly activated chunks may fail to fire complex language productions but may fire simpler, more well-practised productions for gestures. This suggestion strikes us as odd for the following reasons:

1. Does the fact that new and better knowledge is often only expressed in gestures mean that children get a lot more practice in gesturing algebraic procedures than in talking about them?
2. How does this modelling square with Goldin-Meadow & Alibali’s suggestion that knowledge expressed in gestures is factuality-implicit? Is the suggestion that strength of activation represents factuality: Does being above a certain level of activation represent that it is a fact?
3. If that is so, then how does ACT-R implement a well practised procedure that is deemed unreliable, or an over-learned procedure that was once explicit and then, through automatisation, has become implicit and unverbalisable again? The latter is a well known problem for threshold theories of consciousness (Baars & McGovern 1996, p. 76).

R7. Models of learning

Jiménez & Cleeremans imply that knowledge need not be representational: Tuning relevant neural pathways does not form a representation, it is just a process; the corresponding claim in a connectionist network is that weights do not represent, only activation patterns do. But in our functional definition of representation, weights are representational, because they have the function of covarying with various structures in the world (remember that RTK does not imply a language of thought). In a Hebbian network, a weight linking two nodes (representing, say, the presence of A and B, respectively) has the function of indicating the covariation between A and B. That is, the weight represents that covariation. Correspondingly, the weight has all the features of a representation (Perner 1991). It is singular (it is about A and B and not C or D); it can misrepresent (for example, if the nodes themselves misrepresented A or B by being triggered by a C or a D on a dark night, then the Hebbian rule would lead the weights to likewise misrepresent), and so on. The weight has this content, but it is nonconceptual content: It is not composed of constituents that satisfy the generality constraint; nor does it satisfy the generality constraint itself (and typically activation patterns carry NCC as well). Nonetheless, weights and neural pathways are representational (on a teleological account, and teleological views of representation are perhaps the philosophically dominant ones). As long as Jiménez & Cleeremans accept that neural pathways have certain functions (of indicating certain contents), our framework remains applicable to the priming cases they mention.

Vokey & Higham consider other learning mechanisms — for example, the storage of instances — for which they question our use of the term implicit. Instead, such mechanisms produce what might be better described as latent knowledge, distributed over the data base. We agree that the knowledge latent in exemplars is not ipso facto implicit in our sense. But we think it is the way in which the knowledge is implicit, rather than simply latent, that captures an important part of the attraction of paradigms like artificial grammar learning. The exemplars or episodes may be implicit (not predicated of a particular spatiotemporal learning context) or explicit (capable of providing recollective experience). Inferences based on the exemplars (in producing classification decisions, for example) may likewise be explicit or implicit; that is, represented as knowledge because their appropriate causal origin is represented, or considered as mere guesses. Implicit learning, according to most people’s intuitions, would be said to occur when either the exemplars themselves or the inferences based on them are implicit (in our sense), not simply latent (in Vokey & Higham’s sense). If the knowledge were simply latent, it would leave open the possibility that people could describe...
which training items they brought to mind (recollective experience) and how they assessed their similarity with the test item (justified knowledge of their grammaticality judgements).

Maresceaux & Chambres indicate the complexity of the artificial grammar learning task and the range of learning mechanisms (connectionist, instance storage, etc.) that may be responsible for performance. They correctly point out (as did we in the target article) that confidence judgements about grammaticality judgements do not provide direct evidence about the implicit/explicit status of knowledge of the grammar per se. For the latter, we need to infer how the knowledge is represented. Agreed, this makes life difficult, but exactly the same problem exists in inferring the implicit/explicit nature of the knowledge whether one subscribes to our framework or not. If one can plausibly infer what the “rules” are (instances, n-grams, etc.), then our framework enables one to test in what ways the knowledge is implicit or explicit.

Various commentators recommend the use of the ACT-R (Anderson & Lebiere 1998) framework for understanding implicit knowledge. The accomplishments of ACT-R are indeed impressive. There is no apparent inconsistency between the ACT-R model and our framework, and points of concordance are noted by Lebiere & Wallach. However, whether ACT-R is able to incorporate fully those distinctions made by our framework that are necessary for understanding human cognition remains to be seen. For example, the account of explicit recognition memory (Anderson et al. 1998; see sect. R5, Memory) makes use of a context chunk that represents particular words (e.g., “hare”) as members of the learned word list. Lebiere & Wallach consider this an instance of explicit predication but the model leaves open whether the context chunk represents the complex property, “list with ‘hare’ in it,” or the predicating proposition, “The list has ‘hare’ in it.” Apart from the model users’ intentions, what makes the context chunk a representation of the latter rather than the former? How would the model distinguish these two psychologically different cases?

Alibali & Koedinger even suggest that ACT-R leads to predictions at odds with our theory: Our theory cannot easily interpret a person being able to state a theorem but being unable to apply the rule in context. This is not difficult for us – according to any account, to apply the theorem the person must (a) realise its relevance; and (b) have other supporting knowledge relevant to the problem set. The person may be lacking (a) or (b), even if knowledge of the theorem is quite explicit. Alibali & Koedinger further wonder how our theory accounts for different types of implicitness observed in people. In their examples of different degrees of implicitness, there is a need to distinguish the generality of the rule induced from its explicitness (i.e., a more general rule does not co ipso mean a more explicit one), a distinction often missed in the literature. For example, in their second paragraph, the number you add to the first number to get the second increases by one in each successive number pair. This rule would be difficult to apply to pairs much smaller or larger than the pairs trained on, but there need not be anything more implicit about the rule (in our sense) than the rule $y = 2x + 1$.

Noelle argues that the distinction between implicit and explicit learning may be best understood in terms of different brain systems rather than different propositional attitudes. We agree that the sources of dissociations within a knowledge domain are unlikely to be due exclusively to content differences. In many cases, different brain regions are likely involved. However, the different brain regions can compute different contents, which gives them their implicit or explicit function. Noelle does not confront the question of why we call the knowledge in the different systems implicit or explicit; this is where our framework clarifies. Thus, we can explain why completely different brain regions show similar dissociations, for example, vision (parietal and temporal cortex) versus theory of mind (prefrontal cortex).

Finally, Gorman considers the special case of learning involved in scientific discovery. He says he has argued that Bell followed an “implicit confirmation heuristic” (Gorman 1995). We are not entirely sure what was meant to be implicit. Bell of course does not say that he is following a confirmation heuristic in his notebooks; but he may just have regarded this as not something useful to put in his notebook. Similarly, for protocol analyses; they provide suggestive but not definitive evidence about which heuristics may be implicit, because subjects will only say in their protocol what they think the experimenter is interested in hearing. What was left out could perhaps be confidently reported if the subject were asked directly about it (the normal problems with relying on free report as an exhaustive measure of explicit knowledge). Nonetheless, there is plenty of scope for interesting further work on the role of implicit knowledge in scientific discovery.

R8. Conclusion

The different views with which the commentators confronted us have greatly expanded and clarified our own explicit understanding of the implications implicit in our ideas. It is reassuring that our ideas stand up to such insightful scrutiny, and we look forward to their further development. Our final comment is for the Zen-like commentary of M. J. O’Brien. In response, we merely raise a finger. If O’Brien raises a finger back, we will chop it off. And in that moment he will attain the attitude of enlightenment.
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NOTES

1. A fuller exposition would make clear that the structure-implicit facts are those that define the conditions that must hold only in nearby possible worlds for the representation to have the meaning it has. Facts like laws of physics, chemistry, or biology must hold even in relatively distant possible worlds; if they did not hold, the world, and not just the meaning of a few representations, would be completely different. (Thanks to Ron Chrisley for making this suggestion.)

2. Being latent captures another, separate part of the attraction!
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